Reverse-engineering recurrent neural networks via low-rank approximations

Abstract: Recurrent Neural Networks are artificial neural networks that can be trained to perform a variety of tasks. They have been proven to be useful for neurosciences as a way to find new solutions for the implementation of cognitive tasks by neural networks. Indeed they can be trained on tasks typically used in experimental neurosciences and yield functioning neural networks that are fully accessible, contrary to biological networks. Here we take advantage of the accessibility of dynamics and connectivity of RNNs to propose a method that gives a concise mapping between cognitive mechanisms and network's structure. To do so we use recent work that allows a detailed analytical description of the link between structure and dynamics in networks with low-rank recurrent connectivity matrix, i.e. that writes as outer products of a few column vectors $\vec{m}_k$ and line vectors $\vec{n}_k^T$. It has been shown that by examining the geometrical arrangements of the vectors $\vec{m}_k$'s and $\vec{n}_k$'s, together with vectors mediating network's inputs and outputs, one can understand how recurrent connectivity processes inputs and produces outputs to perform a task. Based on these results, here we adopt the following approach to analyze trained RNNs, i) we train a RNN to perform a given task, ii) find an approximate low-rank connectivity structure that preserves network's functionality, and iii) describe the cognitive mechanisms at stake by linking network's structure and dynamics. We demonstrate the validity of this approach on two commonly used tasks in experimental neurosciences: a perceptual decision-making task (Random Dot Motion task) and a delayed discrimination task (Romo task). From this we can give a precise description, in the language of dynamical system theory, of the cognitive mechanisms involved in performing those tasks. We then discuss the application of this method to more elaborate cognitive tasks.
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