This article is the first of a two-part series intended as an introduction to haptic interfaces. Together they provide a general introduction to haptic interfaces, their construction and application design. Haptic interfaces comprise hardware and software components aiming at providing computer-controlled, programmable sensations of mechanical nature, that is, pertaining to the sense of touch. In this article (Part I), we describe methods which have been researched and developed to date to achieve the generation of haptic sensations, the means to construct experimental devices of modest complexity, and the software components needed to drive them. In Part II of this series, we will describe some basic concepts of haptic interaction design together with several interesting applications based on this technology.

1 Introduction

Our purpose is to offer the newcomer to haptic interface design a roadmap to help navigate through physical principles, hardware limitations, stability issues and human perceptual demands that stand between her or him and the ideal of touching and feeling a virtual environment through an electromechanical device. Primary themes are awareness of how much performance is needed, guided by both physical and perceptual principles, as well as control ideas; and how different system elements may be played off one another to optimize a particular trait.

In the remainder of this article, we start by orienting the reader with an overview of the primary categories of haptic displays (Section 2). We address the most common of these categories in greater detail. For the relatively simple topic of Vibrotactile Stimulation (Section 3), we review its actuators, electronics and software. Next, we address Force Feedback, outlining the major subjects that underly correct performance in this much more involved category (Section 4). In addition to hardware components, these include some control principles and a discussion of practical means of assuring system stability. The previous material is integrated in a simple capstone example showing how to construct and architect the control for a force feedback knob (Section 5). We close with an example of an an emerging class of haptic display which is neither vibrotactile nor based on force feedback and which is capable of shape display (Section 6).

2 Device Overview

Many methods have been proposed to create haptic sensations artificially. Until now, roughly four dominate. They can be used separately, or together in a single system. These methods comprise vibrotactile devices, force feedback systems, surface displays, and distributed tactile displays. Of these four, we discuss vibrotactile devices and force feedback systems to the greatest extent because they are the most researched and the most broadly applied. Implementation examples of these types of interfaces are given. We mention tactile displays only briefly.

2.1 Vibrotactile Devices

Many of us are familiar with the buzzing that we experience when we receive a call on a mobile phone when the vibration function is on. Generating these “vibrotactile” sensations is by far the easiest and currently the most widespread means of providing haptic feedback. It can be used for many purposes such as providing silent and invisible alerts (pagers), warnings, messages coded temporally and spatially [1], or sonotopically [2]; with some of the earliest applications being found in sensory substitution (1927) [3] and avionic controls (1965) [4]. Today, the dominant application of vibrotactile devices is the haptic enhancement of games in general [5], and of game controllers in particular, Figure 1. Emerging applications include directional cueing [6, 7], advanced mobile phones [8], or mediation of distributed floor control [9].

Figure 1: Saitek P2600 “Rumble” Game Pad.

We later see how to make simple devices that can provide vibrotactile feedback where their design tradeoffs can be seen. The interpretation of vibrotactile codes into meaningful sensations can be said to appeal to perception [10].


2.2 Force Feedback Systems

The second approach that we would like to explore in this tutorial is the “force-feedback” interface. Where does the term force-feedback come from? In teleoperation, it is customary to designate the ideal teleoperator system as a massless, infinitely rigid stick used as a tool to work remotely [11], see Figure 2. In this mind experiment, since the stick has no mass, at all times \( f_e = -f_h \) so an operator would feel the object being poked at distance as if the stick did not exist. The idea of force-feedback in virtual reality is to replace the real object and the imaginary stick by a system of sensors and actuators connected to a computer. If one measures the displacement, \( d \), of the tool after first encounter with the object, as determined by collision detection (all words in italics are further defined in Sidebar “Terminology”), and if we command a motor to supply a force, \( f_e \), then theoretically the holder of the handle should have a perceptual experience identical to that of poking a real object.

\[
\begin{align*}
\text{Figure 2: The idealized teleoperator. A tool having a given geometry in contact with an object is operated at a distance via the imaginary construct of a massless, infinitely rigid stick. This would be equivalent to holding the tool directly.}
\end{align*}
\]

Clearly, this ideal is exceedingly hard to achieve for most surfaces and tools. For a surface of any stiffness, the response \( f_e(d) \) is steep: displacements are very small and forces very high. Consider for instance the case of a wood surface poked by a tool terminating as a rigid sphere of radius, \( R \), of 1 mm. The Young’s modulus, \( E \), of wood is \( \approx 10 \) GPa (along grain). Hertz’ equation, \( f_e = \frac{1}{6} \sqrt{REd^2} \) [12], indicates that for a poking force of 2.5 N, the surface deflection \( d \) is only of 5 \( \mu \)m. At this depth, the stiffness of the contact is nearly \( 10^6 \) N·m\(^{-1}\)!

Authors attempting to quantify the minimal stiffness required to experience the sensation of hardness have proposed a figure of \( 10^4 \) N·m\(^{-1}\) [13, 11]. This stiffness, two orders of magnitude lower than that found above, still entails severe equipment requirements. It is known, however, that humans do not rely on stiffness alone to judge and experience objects. Other cues include ability to resist ample forces [14], high acceleration transients [15], structural response [16], accentuation of rate of change of force [17], and shock [18]. It is these, sometimes together with involuntarily generated parasitic sounds [19], but preferably with specifically designed audio or visual cues [20, 21], that are responsible for the ability of force feedback devices to convey the feeling of relatively stiff surfaces.

Another important type of interaction is dragging the tool on the surface of the virtual object, with simulated texture, friction, stickyness and other surface properties. Here, the numbers are no less humbling: the most banal surface interaction cases can vastly exceed the capabilities of currently available devices [22, 23]. At the most basic level, designers of force feedback interfaces must rely on perceptual processes to produce realistic sensations.

2.3 Surface Displays

A third category of electromechanical devices that can create artificially produced haptic sensations is the “surface display” [24]. These devices rely on the observation that the sensation of touching an arbitrary surface can be achieved by moving a real surface under computer control while sensing the interacting finger’s position. Recent variants of this idea are known as location displays [25, 26, 27], or encounter-type displays [28]; see Figure 3 for an example.

\[
\begin{align*}
\text{Figure 3: Location display that operates by rolling a servo-controlled plate on the fingertip as a function of the exploratory movements of the finger [27].}
\end{align*}
\]

2.4 Tactile Displays

The objective of “tactile displays” is to provide spatially distributed sensations directly at the skin’s surface, usually on the highly sensitive fingertip. In some cases, these are targeted at replicating sensations experienced when touching real surfaces, e.g. Braille text, or approximations thereof. In others, the approach is to produce sensations that do not arise naturally at all (e.g. the Optacon device [29]). Doing justice to tactile display technologies would require a separate article. The reader is referred to [30] which surveys no less than thirty different approaches to creating such distributed tactile sensations. For the purpose of this article, the authors find it impossible to suggest electromechanical devices that can be easily commissioned given limited resources. In the present state of development, while certain distributed tactile display technologies show considerable promise [31], it is fair to say that none can yet provide realistic sensations, and in the best cases only certain aspects of these sensations.
2.5 The Art of Nonrealistic Usefulness and Realism Through Shortcuts

Fortunately, the history of displays shows that usefulness and ability to produce realistic sensations are distinct notions. For instance, LCD color displays, even the most advanced, are far from being capable of producing optic fields that approach those produced by natural scenes, say, in terms of colors, dynamics or visual span. Yet it is an everyday experience that visual displays are quite usable even at very low quality levels, such as when watching a vintage black-and-white movie with a 8 mm film projector, as long as the content is there and that the relevant information is available at the right moment and at the right place. It is nevertheless informative to know the characteristics of the natural ambient physics to develop a sense of what remains to be technically accomplished for the most demanding applications.

3 Vibrotactile Stimulation

3.1 The Rumble Motor

The rumble motor operates on the same principle that is used in soil compacting equipment and other vibrating machinery: a motor spins an eccentric mass (Figure 4). It is just smaller. These rumble motors can be made from parts or procured ready-made from a variety of sources such as part surpluses. The sensations created by this type of device are governed by its dynamics.

![Figure 4: The rumble motor. An eccentric mass spun by a DC motor.](image)

A simple off-on voltage signal applied to the motor at rest from a low impedance voltage source drives the angular velocity in a first-order step response with a time constant equal to the spinning parts’ moment of inertia, divided by a damping coefficient resulting from friction and the motor’s back-EMF. With different driving voltage amplitudes, different plateau velocities are reached. So long as the motor’s mount structure is free to vibrate (for instance when loosely gripped), because of conservation of momentum, the vibration’s displacement amplitude remains roughly constant regardless of speed. Meanwhile, the acceleration amplitude of the vibration grows quadratically with the angular velocity, i.e. the vibratory frequency. This invariant dynamic signature is what gives the rumble motor its distinctive feel: not only are vibratory frequency and acceleration amplitude linked, but frequency nominally grows and decays like the response of a first order system.

While it is not possible to change the dynamics that govern the frequency-amplitude correlation of a rumble motor, it is possible, in open-loop, to modify the time course of the response. This can be done by changing the electrical characteristics of the power source. A minimalist approach is to switch the motor to either a voltage source or to a current source. This has the effect of enabling or disabling, respectively, the damping term due to the motor’s back-EMF. On the spin-up part of the response, with a current source, the speed of the motor (and the frequency of the vibration) rises quickly until saturation. With a voltage source, the speed adopts a first-order step response profile. Similarly, when power is switched off, the motor terminals can be left either open or short-circuited, yielding different effects on the spin-down portion of the response. If the terminals are left open, the spin-down is gradual but if the motor is short-circuited, it slows down in an exponential fashion.

The other possibility is to shape the input. The simplest instance of this technique is to drive the motor to spin-up for a short instant and to reverse-drive it for the same duration. If this duration is tuned to give the motor about a turn or less, the tactile result is no longer that of a vibration but rather of a thump. More generally, if the dynamics of the system are identified then it is possible, within limits, to give the system any response we desire by shaping a given input using the knowledge of the motor’s inverse dynamics. It also possible to use variable structure control strategies by switching power at high rates. Of course, all these possibilities can be combined to give the humble rumble motor many more possibilities than meet the eye.

3.2 The Tactor

Since the early systematic studies on vibrotactile stimulation for sensory substitution of the 1920’s [32] as well as more recent ones [33, 34], a standardized method to deliver a vibrotactile stimulus is to drive a small area with a voice coil motor, a “tactor”, and to place it in contact with the skin. Tactors are available from commercial sources (e.g. Engineering Acoustics Inc., Winter Park, FL, USA; Audiological Engineering Corp., Somerville, MA, USA). Commercial tactor drivers are sometimes designed to resonate at around 250 Hz, a frequency believed to provide maximum stimulation, in the form of short bursts of signal in order to counteract sensory adaptation. Tactor drivers can also be made from scavenged audio speakers drivers by providing adequate guidance to the moving coil. The approach followed in [35], for example, is simple enough to provide the basis for many home-brew designs.

Because tactors can stimulate the skin within relatively confined areas, a certain degree of spatial coding on the skin can be afforded by using a collection of tactors. This has been taken advantage of for lining clothing with collection of tactors for artistic purposes [36], orienting astronauts in space [37], directing the attention of a user [6], and many other purposes.
3.3 The Inertial Motor

The inertial motor combines the ability of the rumble motor to efficiently vibrate a hand-held object with the voice coil-actuated tactor’s ability to generate arbitrary vibration waveforms. It is made of an inertial slug (like the rumble motor) but powered by an electromagnetic arrangement or a piezoelectric element. Vibrations are also induced by conservation of momentum. If the slug accelerates in one direction, the part to which the motor is attached accelerates in the other, at a rate proportional to the current driven in the coil. If the slug is sufficiently heavy, the acceleration response is flat over a wide frequency range, allowing the frequency and the acceleration amplitude, unlike with the rumble motor, to be independently specified. The response is bounded under by the natural frequency of the suspension. While designs based on scavenged loudspeaker parts can be effective [38], this kind of motor can also be manufactured from raw materials and supplies. An efficient structure can be seen in Figure 5 [39]. Recently, vibrotactile devices have captured the imagination of human computer interaction designers, particularly for handheld devices. Because a hand-held device is not firmly mechanically grounded, inertial forces can be exploited to cause the screen or the case to vibrate in response to the user’s input, using either electromagnetic of piezoelectric motors [40, 41, 42, 43].

![Figure 5: A magnet is suspended between two rubber membranes inside a cylindrical mandrel with two coils. The magnet is free to vibrate axially. Current flowing in the coils crosses the magnet’s magnetic field at right angle, creating an axial Lorentz force. The magnet also serves the purpose of the inertial slug [39]. Fabrication steps: 1) coils are wound around the mandrel, 2) conical spacers are glued to the magnet, 3) magnet assembly is placed in the mandrel, 4) the actuator is inserted inside an outer tube (not shown in the pictures, shown is the cutaway section).](image)

3.4 Electronics and Software

Vibrotactile sensations may be viewed as haptic sensations but without the “dc component” [44], i.e., only oscillations and transients need to be transduced. As such, the electronics and software are not different from that for audio, particularly for those devices that use voice coils. Any electronics and software designed for audio can be used for haptics, with the difference that the useful frequency range is limited to about 1000 Hz.

Interestingly, sound synthesis software, extensively researched for many decades, can be readily used for tactile vibrations. Ready-made real-time audio synthesis software that can modify the output waveform as a function of external signals, e.g. other vibrations (sound) and/or displacement signals (mice, trackers) is particularly appropriate [45]. More generally, the full gamut of audio synthesis techniques [46], is available for haptics [47, 48, 49, 50], including sampling and reproduction [51, 44]. For tactile messages, basic software could allow the setting of parameters familiar in audio signal design such as, ‘Frequency’, ‘Waveform’, ‘Envelope’, ‘Duration’, ‘Amplitude’, ‘Delay’, ‘Number of repetitions’, ‘Place of simulation’, produced either spatially or temporally, albeit with a much lower temporal resolution [52, 53, 45, 54].

4 Force Feedback

4.1 Scheme

To create the sensation of touching a virtual object, the physical surface in the idealized teleoperator of Figure 2 is now replaced by the system represented in the left part of Figure 6. Such a scheme for virtual object haptic synthesis was already proposed as early as 1967 for molecular docking applications [55], 1971 for computer-aided design [56], 1978 for musical applications [57], 1984 for health care [58], and 1990 for artificial reality [59].

![Figure 6: High level block diagram of a haptic interface. The box in dotted line represent calculations done in a computer. If the device has multiple degrees of freedom, the step $f_k(d_{k-1})$ include at least five sub-steps: convert raw sensor readings into meaningful units, change of coordinates to map sensor readings into coordinates in which the virtual environment is represented, map virtual environment forces into motor torques, and torques into raw actuator commands. See text for more detail.](image)

4.2 Impedance vs. Admittance Approaches

A number of different abstractions, useful for different purposes, have been developed to represent force feedback systems. Treating this topic properly would require a separate tutorial, so only basic concepts are given here.

In closed physical systems, causes and effects are arbitrary choices in general; they are a matter of perspective.
But when two very dissimilar objects are coupled, then we can have a clear notion of causality. For example, if the internal impedance of a battery is low compared to that of its load then we may consider that current is “caused” by voltage (conversely voltage is “caused” by a current source). Mechanically, we say that an object has high impedance if it is hard to move or deform (heavy or hard). The most fundamental principle is that only one of the “effort” (e.g. voltage or force) and “flow” (e.g. current or velocity) at a given point in a system can be indepenently controlled: when pushing on a mass with a set force, then a velocity result, and when displacing the mass with a set velocity, it responds by a force. Among other possibilities that we must ignore, the simplest and most intuitive abstraction is to model the elements of a force feedback system as blocks with two terminals. The assumed causality is indicated by an arrow that shows which signal flows through and which appears across the terminals. We then apply Kirkoff’s laws of conservation.

\[
\begin{align*}
\text{Impedance:} & \quad f_d + v_d = f_h \\
\text{Admittance:} & \quad v_d + f_d = v_h
\end{align*}
\]

Figure 7: Abstracted mechanical circuits.

In the “impedance approach”, we consider circuit elements which respond by a force across the terminals, as in Figure 7. A force balance equation corresponds to a closed circuit, \( f_h + f_d + f_e = 0 \), and mechanical coupling to common velocity (or current) \( v_h = v_d = v_e \). The virtual environment thus defined specifies the forces that are to be generated by the device’s motors. With this approach, users feel the combined forces from the dynamics and statics of the device and of the simulated environment in response to moving the device. Displacement is measured. If the virtual environment has zero impedance, the user feels the displacement of the virtual environment and hence must sense force at the point of user contact and also have displacement sensors for position tracking. Users feel the displacements of the device, hence of the simulated environment in response to pushing on the device. If the virtual environment has zero admittance, the user feels something that does not move. To move freely requires high gain feedback, that is, the device must be capable of high acceleration in response to small measured user forces. An ideal haptic device under admittance control has a low admittance.

There are truly many interesting parallels and contrasts that can be drawn between these two approaches. Each method has its strengths and weaknesses. In each case, difficulties arise when the assumed causalities are violated in practice. From Figure 7 we can see that the physical device dynamics and statics represent the “error” of the simulation — i.e. the difference between virtually modelled and actual behavior. In the case of impedance-type simulations, this error is the open-loop device dynamics. It is not typically corrected for. For admittance-type simulations, the device must be run in closed loop (i.e. it relies on sensed displacement to track the virtual environment) so its non-ideal dynamics further include those of a control algorithm. Hence in both cases, but for completely different reasons, their electromechanical design is critical.

In this tutorial we focus on the impedance approach for several reasons. The hardware is simpler to design and commission, and this is often true of the software as well. The impedance formulation is also inherently more appropriate when unimpeded motion in free space is an important aspect of the simulation. In the remainder of this tutorial, the impedance approach is assumed and we now revert to the “real system” depicted in Figure 6.

4.3 The Ideal vs. the Reality: Inertia, Structural Dynamics and Losses

It is apparent from the diagram in Figure 6 that a haptic simulation is subject to a number of approximations. The first offending link in the chain is the electromechanical device itself: it can be neither massless nor infinitely rigid (See [60] and Sidebar “Device Performance”).

A few calculations give a sense of the orders of magnitude involved. As a baseline, let’s first consider a high quality DC motor frequently employed in haptic devices (model RE25, Maxon Motors ag, Sachseln, Switzerland, see also Section 5). If a 100 Hz force signal is commanded in open loop by driving a 100 Hz current through this motor, then due to motor inertia the maximum torque available can create peak-to-peak oscillations of only 0.025°. This illustrates the inescapable fact that electric motors act as force transducers only near DC; during transients and fast oscillations, the entire available torque is required simply to move the motor itself. In practice, a motor often drives a linkage through a transmission which further reduce these figures by at least one order of magnitude. Consider now that a true force transducer would require the device to be at least
10 times lighter than the load, the same way the impedance of a voltage source should be much lower than that of its load. This is very difficult to achieve. The effective inertia at the tip of the best-performing device of Sensable Inc., the PHANTOM 1.0 (SensAble Technologies Inc., Woburn, MA, USA), is 75 g — at least one order of magnitude too heavy when loaded by a finger [61].

The second basic difficulty is device structural dynamics. It is difficult to avoid structural modes in the form of resonances and anti-resonances that can be as low as 10-30 Hz. Attempts to reduce inertia by feedback are fundamentally limited, as just seen, by saturation and structural dynamics.

One should not conclude that force-feedback devices cannot work! Simply be aware of their limitations [60]. Fortunately, many useful haptic simulations operate near DC, i.e. under about 10 Hz. Such is the case of interaction with deformable bodies, as in most surgical simulations. As far as textures are concerned, it can be shown that devices of the class of the PHANTOM 1.0 do not produce textural effects that resemble, even remotely, to what was specified by the programmer [22]. However, when a fast haptic signal is required, a response that is determined by the hardware rather than by what is commanded through a program might, perceptually, just be good enough. If not, researchers have proposed workarounds which all have in common correcting the displacements of the handle, either in closed-loop with a fast second stage for textures [62], or in open loop by input shaping for increasing the realism of shocks via acceleration matching [18].

Losses are an important part of the dynamics of haptic devices. Of mechanical losses, two are relevant to haptic devices. The first arises from backlash in the joints, always present in ball-bearings. Since these losses are related to the rate of micro-collisions during oscillations, classically it can be modeled as “equivalent damping” [63]. The second is friction in the motor brushes, bearings, and in the transmissions. Cable capstan-driven transmissions, see next section, exhibit a special type of friction with smooth transitions due to the distributed nature of the many interstrand contacts in a cable which, for small movements, create nearly elliptical hysteresis loops (see [64] for an example). Electrically, the most significant are the Ohmic losses in the motors further discussed later. On one hand losses should be minimized, but on the other, they play a crucial role for stabilization as we will see in Section 4.8.

4.4 Kinematic Structure

For haptic interfaces with multiple degrees of freedom (DOF), see Figure 8 for examples, force feedback devices are built around a kinematic structure which connects sensors and actuators to some type of handle. These are generally constructed as parallel rather than serial linkages; because of actuator limitations, this maximizes strength, minimizes inertia and raises the first natural vibratory mode that determines the usable response bandwidth [65]. These same priorities shaped the early master-arm designs [66]. For two DOFs, a five-bar mechanism is the only choice, although it appears in spherical (e.g. joystick types [67]) and planar configurations (e.g. computer interaction [19]). As the number of DOFs goes up, the number of possibilities explodes. Further expanding the design space, each joint can be powered with either of two predominant methods, cable capstan or direct drive, and the number of sensors and actuators may differ [68].

Declaring a design to be optimal is rather difficult because its properties are tightly intertwined [15]: uniform kinetostatic response [71, 72], workspace [73], force [74], dynamics [75], mass/inertia [76], structural transparency [69, 77], and other considerations such intended function, cost, bulk, visual aspect, and safety considerations are all aspects that depend on each other. This may explain why several practical designs adopt kinematic structures ranging from partially parallel to fully parallel where both cable and direct drives are represented [14, 78, 69, 79, 80, 81, 82, 83, 84, 85].

For the purpose of this paper, a special class of kinematic structures worth further comment includes the string-based devices because of their relative ease of implementaion. Effective and structurally transparent multi degree-of-freedom force feedback devices with large workspaces can be made without any linkages. Instead a thimble or a handle is driven directly with a set of taught cables [86]. Several designs have emerged from this idea for different purposes and at different scales, which is a testimony to their practicality [87, 88, 89, 90].

4.5 Sensors

Referring back to Figure 6, again assuming perfect mechanics, the next object of examination is the sensor. For an impedance controlled environment, device position must be sensed. Velocities (and sometimes acceleration) are often used in virtual environment computations and control stabilization as described below, but they can be derived from position to a certain extent. The most common position sensor is the optical quadrature incremental encoder. Haptic devices also sometimes use Hall effect analog sensors. Whether sensors are analog or digital (e.g. incremental encoders), the dominant characteristic is resolution — the number of counts for incremental encoders; the noise level for analog sensors. It has been found that resolution is not always important. When poking onto a wall, sensor resolution, per se, has no direct effect on stability but interferes with time sampling to create undesirable behaviors [91], as further discussed below. When the interaction consists of tracing a virtual surface, however, resolution is important to display fine textures and to precisely detect movement reversals when simulating friction [22, 23].
Figure 8: Examples of kinematic structures. Left: the kinematic structure of a PHANTOM 1.0 device. It has a five-bar regional structure that provides two DOFs by deforming as a parallelogram; due to its relative link lengths, the action of the two motors causes largely decoupled vertical and horizontal motions of the end effector. The whole structure swivels around a vertical axis under the action of a third motor. A hybrid structure [14], this device employs capstan torque-amplifying transmissions combined with a clever distribution of the moving parts, and the center of mass is invariant so the system is statically balanced. These are useful properties for haptic interfaces [69]. Right: the Pantograph device is made of a five-bar mechanism having two DOFs [70]. Since the joint axes are parallel, the tip moves in a plane, hence the name “planar mechanism”. The actuators are stationary and drive the links directly. Figure 11 also shows a five-bar mechanism frequently employed to make joysticks. But in this case, all joint axes meet at a point, has two angular DOFs and is called a “spherical five-bar” [67].

4.6 Actuators

We have seen already that the actuator of choice is the DC motor because its torque is directly proportional to current, thus suiting it to impedance control configurations. These motors come in several kinds, of which three are most used in haptic devices. They all use Lorentz Law to generate force from a current interacting with a magnetic field, but differ in the geometry of their respective electric and magnetic circuits. The permanent magnet “wound DC motor” is the most common (and least expensive), deriving its name from the fact that the armature is wound around a rotating soft iron core which is part of the magnetic circuit (Gramme’s machine). The second type is the so-called “coreless motor”, so called because current flowing through rotating copper or aluminum windings that interacts with the magnetic field inside the air gap of an entirely fixed magnetic circuit. The third type is the “brushless motor” so named because the magnetic field is provided by rotating magnets while the armature is stationary, thus eliminating the need for brush commutation. These primary distinctions are highly relevant to haptic interface design [92].

Earlier we saw that the fundamental qualities of a haptic device were to be both light and strong. In other words, acceleration must be maximized. It is known that the coreless motor, since it minimizes the mass of rotating material, typically performs better than the wound and brushless motors in this respect. Moreover, the latter types often suffer from torque ripple, cogging and hysteresis, three types of nonlinearities which are detrimental to providing precise force-feedback. Finally, the inductance of coreless motors is also smaller than that of the other motor types which contribute to minimizing their electrical time constant. On the other hand, coreless motors tend to exhibit more internal structural dynamics than the wound motors, so wound motors tend to give a more damped feel to the simulations.

Brushless motors are less prone to overheating than the other two types.

4.7 Amplifiers

The amplifier, which translates a low power signal into an amplified signal able to drive a motor, is an integral component of a haptic interface system. It is often stated that the preferred type of amplifier regulates current as opposed to voltage (a current vs. a voltage drive), because current regulation minimizes the effect of the motor’s electrical dynamics resulting from its inductance. However, the electrical time constant of a coreless motor is actually quite small, by example $\approx 100 \mu s$ for the model already mentioned, so it is reasonable to neglect it. It is also sometimes mentioned that the purpose of current regulation is to counteract the viscosity caused by the back-EMF of a shunted motor. The damping coefficient corresponding to this effect for the same motor is only $0.21 \text{mN} \cdot \text{m} \cdot \text{s} \cdot \text{rd}^{-1}$. This is small for the speeds at which haptic devices operate, unless the transmission uses a speed reduction/torque amplification mechanism, since in this case, motor damping and inertia seen from the handle are increased by the square of the transmission ratio.

In practice, the overriding benefit of current regulation is to compensate for the sudden resistance changes dues to brush commutation as the motor rotates, and slow resistance changes due to variation of winding temperature. Without it, at high torques, irregularities can be felt as the brushes slip from one collector segment to the next. It is also highly desirable that the electrical bandwidth be far larger than the mechanical response of the device, something which is harder to guarantee with other types of motors.

Finally, there are two main types of amplifiers: *switching*
PWM *amplifiers* or analog amplifiers. PWM amplifiers can introduce unwanted dynamics if their design is not finely tuned to the load. They also tend to radiate electric and acoustic noise. On the other hand, they are often cheaper for an equivalent power, and are, by principle, more efficient than their analog counterparts. Analog amplifiers tend to be more precise, quieter, but require cooling. Both types are capable of voltage or current regulation if their design has allowed for it. The careful designer should be aware of amplifier dynamic characteristics when driving a particular motor.

### 4.8 Control Issues

Referring again to Figure 6, the computed part of a force-feedback haptic simulation comprises sampling the sensors, evaluating a virtual model which in an impedance-type formulation specifies the forces that should be displayed in response to the tool’s measured displacements, and finally reconstructing an analog signal from the digital command with the amplifier as destination.

As alluded to earlier, the simulation of probing or manipulating of a virtual object can involve several types of phenomena. They present challenges to satisfactorily simulate of a desired virtual environment. In this subsection, we briefly survey some of these phenomena, moving from simplest to increasingly complex, and in the next subsection we address signal reconstruction. Yet, our discussion touches only peripherally on the very large topic of simulation models themselves described next.

#### 4.8.1 Mechanics That Can be Simulated

The most basic virtual model is built on the assumption that the virtual object being touched is firmly anchored to a fixed frame relative to the tool, and that no slip occurs between the tool and the object. In a nutshell, the tool-object interaction is just indentation, which is when a tool penetrates an object by a small amount. This can be further subdivided into interactions between a hard tool and a hard object [93, 94, 95, 96], between a hard tool and a soft object [97, 98], and between two soft objects [99]. In all of these cases, the forces of deformation are the foundation of the interaction’s simulation. But of course, there can be other kinds of forces.

At the next level, we can permit a sliding contact between the tool and the object. Interestingly, forces that then arise are also due to deformation, but of a combined elastic and plastic nature; and they can be computed as such [100, 101]. When the simulated surfaces are not smooth, small oscillations should also result from the sliding of the parts. Basic methods to achieve all these effects are summarized in recent surveys [102, 103, 23]. Next, the assumption of fixation for the simulated object can be relaxed. When the object is allowed to translate, spin and bounce as well as deform, inertial forces must be added to the equation [104, 105, 106, 107]. One may also consider interaction with fluids [108], or both solids and fluids [109], or the forces involved in separating surfaces [110, 111].

#### 4.8.2 Sampling and Quantization: Cross-Cutting Issues

All these possibilities — and more — are what is symbolized by the expression $f_k(d_{k-1})$ in Figure 6, where for simplicity, the symbols may represent scalar or vector quantities in the case of complex environments. The hat on the variable $d$ expresses the approximate nature of the knowledge of the tool displacement and the differing subscripts, $k$ and $k-1$, representing different time steps of the discrete simulation. These two aspects, which at first sight could be viewed as unimportant details, actually consolidate two cross-cutting issues common to all of the cases just listed, from the simplest one-dimensional simulation of a spring to a mechanical environment of arbitrary complexity. Both the space and time approximations, which in many robotic control problems can be ignored, turn out to have severe consequences in the case of haptic simulations. For a long time, it was noticed that haptic simulations tend to oscillate. This is because the system in Figure 6 is, in essence, an unstable system. A simple numerical example makes this clear.

Let’s suppose that we simulate a relatively soft spring of stiffness $\sigma = 1000$ N·m$^{-1}$ (a far cry from the kind of stiffness created by a hard surface) with display hardware that has an effective inertia of $m = 0.1$ kg. Because of the update delay, the restoring force $f_k$ of the virtual spring lags behind the measured displacement $d_{k-1}$, with the consequence that, during spring unloading, it is always too large. Equate the “virtual” potential energy of the simulation, i.e. that stored in the virtual spring with the kinetic energy of the device after one time step: $\frac{1}{2} m \left( v_k + \Delta v \right)^2 = \frac{1}{2} \sigma (d_k + \Delta d)^2$. Solving this for $\Delta v$ and comparing it with the energy balance at the beginning of the time step, to a first order gives us $\Delta v = \sqrt{\sigma/m} \Delta d$.

If there is nothing in the system to dissipate this spurious energy, the simulation would actually accelerate the device considerably at each time step. Each displacement measurement error is magnified into a velocity error by a factor $\sqrt{\sigma/m}$. In our example, this factor is 100 s$^{-1}$. If the haptic simulation runs at 1 000 Hz and if we unload the simulated spring at a rate of $v = 0.1$ m·s$^{-1}$, then $\Delta d = 0.0001$ m and thus $\Delta v = 0.01$ m·s$^{-1}$. Even with the conservative figures that we have picked, in a 0.1 s interval, the device doubles its speed! Quantization tends to also create difficulties of this kind, but they are less severe, in part due to time-independence nature.

#### 4.8.3 Stability Issues

Actual devices have nonlinearities such as actuator saturation, stick-slip due to friction, backlash in the joints, shifting structural modes, and so on. The simulated function $f_k$ itself is rarely linear and may not even represent a conservative system. The simple situation just depicted
where the system simply “explodes” rarely occurs in practice. Instead, one often observe cyclical behaviors, or limit cycles, of various frequencies. This problem has caused a considerable amount of concern since the very beginnings of haptic simulations [112], and can be very frustrating when attempting to implement any type of haptic simulation. Most of the known methods for system stability analysis have been applied to this problem: Routh-Hurwitz criterion [113, 114], small gain theorem [115], Jury criterion [116], deadbeat control [117], time domain passivity [118, 119, 120, 98, 121], Llewellyns stability criterion [122], describing function analysis [91, 123], port-Hamiltonian systems [124], Lyapunov analysis [123].

But of course a common thread underlies all these works, regardless of the approach adopted for analysis. As illustrated earlier, this thread is rooted in the physics of closing a high-gain discrete-time loop around an imperfect electromechanical system. The first paper to articulate this question precisely is reference [115]. There, a passivity condition of the form: \( B \geq \frac{1}{2} \sigma \) is derived, where \( B \) is the physical viscous damping coefficient of the device and \( T \) the sampling period. To gain physical insight into this expression [23], one may calculate the energy lost to viscous damping during one sample period and compare it to the energy error due to sampling. Likewise, the energy lost to dry friction can be compared with the energy error due to quantization, yielding: \( f_1 \geq \frac{1}{2} \sigma \delta \) where \( f_1 \) is the dry friction force and \( \delta \) the position measurement quantum. These expressions state what is obvious in hindsight: as the sampling period gets smaller and the sensors more precise, the simulation can approach the continuous case. Since no matter how well a device is constructed, there are always losses, however small, one can live with finite sampling and resolution [98]. Too much stability obtained by having a device with a lot of electrical and mechanical losses (Ohmic losses, viscous damping, friction) destroys the realism of a simulation, and not enough destroys it too; the name of the game, then, is to always keep things marginally stable!

4.8.4 Keeping Simulations “Marginally Stable” By Updating Fast

Practically, these expressions also say that it is always better to sample faster and to increase the resolution of the sensors up to the point where the inaccuracies due to sampling and quantization are masked by the losses present in any electromechanical system. This, therefore, consolidates the basic tradeoffs faced by the designers of force-feedback haptic simulation systems [125]. If there are more losses, then one can get away with lower rates and coarser sensors, but this evidently translates into lower fidelity in time and space. One might have to lower expectations in terms of the details being conveyed (corners, textures), dynamic range (from free movement to hardness). As well, various types of artifacts may decrease the realism of the simulation or simply reduce the range of possibilities being afforded.

As a result, software control approaches have been proposed to deal with these tradeoffs if the simulation computations are too onerous to allow for a fast update rate. Software must then be organized to decouple the fast, closed-loop computations from those that do not require a rapid update [126, 127, 128, 129, 97]. This approach ties-in with multi-rate techniques [130, 131, 132].

4.8.5 Keeping Simulations “Marginally Stable” By Computational Damping

Another approach is to damp the system by feedback. Unfortunately this approach has limits, and this for two reasons. The first is the need to estimate velocity directly from position measurements. By principle, the device is permanently subject to disturbances so velocity observation can be effective but only in the low frequencies [133]. The second limitation is also due to the delay incurred in the feedback which also is destabilizing [125].

A small numerical example is worthwhile to see that the requirements are, again, humbling. Suppose that a device can resolve a highly optimistic 10 µm displacement and that the sampling rate is 1 kHz. Then, the smallest velocity quantum that can be detected is 0.01 m·s\(^{-1}\). A velocity signal should contain at least 10 quanta to be of any use, which puts the smallest velocity at which damping can be applied at 0.1 m·s\(^{-1}\), a rather large velocity, even in these optimistic conditions. Worse, if position measurements are delayed by at least one sample period, velocity measurements are delayed by at least two and often more, since they are derived from finite differences of past samples plus possible additional smoothing. Thus, raising computational feedback gains invariably causes limit cycles. More elaborate velocity estimators can improve the results considerably but do not eliminate these instabilities [134, 135].

To express this fundamental tradeoff, the passivity condition \( B \geq \frac{1}{2} \sigma \) can be augmented to become \( B \geq \frac{1}{2} \sigma T + b \) where \( b \) is the computational damping demanded. Nevertheless, a popular approach is to modulate damping from cycle to cycle, a method known as “time domain passivity control” [120, 136]. It has been shown to be effective if the device has sufficient inherent mechanical losses, but for similar reasons, it can create undesired artifacts [137].

4.8.6 Other Approaches to Keeping Simulations “Marginally Stable”

Other approaches have been explored. Discrete-time signal processing techniques have been proposed to compensate for the effect of delay using a prediction/correction method [118]. But here again, what is gained in terms of minimizing the effect of delay is lost in the possible creation of high-frequency artifacts. Recent hardware approaches share the goal of introducing programmable physical damping [138, 139, 137]. Finally, feeding forces in open-loop is an option that is applicable in appropriate cases [140].

As can be appreciated, this question is quite central to the field of force-feedback haptic simulations, because if
not addressed effectively, it can derail the best-conceived projects in all their other aspects. It has already, and will continue to generate a stream of engineering challenges and innovations both for hardware and software.

4.9 Reconstruction

We have examined the effects of linkages and transmissions, motors and amplifiers, sensor resolution, and time sampling on a force feedback haptic simulation. The last block that remains to be discussed is the reconstruction block in Figure 6. It is, by far, the least discussed of all the components of a force feedback system, and yet it can play a critical role. The most straightforward reconstruction technique is the zero-order hold, and this is a good choice for feedback-controlled systems. Good results require the use of an appropriate low-pass filter to prevent aliasing, and unwanted vibratory modes should not be excited. The topic of reconstruction has received little attention to date in haptic simulation; the natural dynamics of the amplifiers, motors and linkages of a device are typically assumed to be able to play this role adequately. However, when a device is destined to operate at high frequencies where it no longer behaves like a rigid body, then the presence or absence of a properly designed low-pass reconstruction filter can have a dramatic effect on the result [22].

5 An Interesting Device: The Haptic Knob

Many of the questions that have been discussed in this article can be researched with the device depicted in Figure 9, or more generally with one degree-of-freedom devices [141], because it is capable of both vibrotactile stimulation and force feedback. It is an uncomplicated place to begin. We therefore use the knob as a capstone example, to discuss the practical applications of these issues; and at the same time introduce some basic software components.

5.1 Hardware

We have described two types of transmissions typically used in designing haptic interfaces: the capstan/cable drive and the direct drive. Both can easily be experimented with [142, 143, 144]. We also mentioned earlier two major types of motors: wound and coreless. Please see Table 1 where we list the expected characteristics of a haptic knob built with one of the commonly used dc motors, sourced with an attached optical encoder. The two motors have almost the same form factor and the same nominal voltage.

The other components of an experimental system include a computer, say a PC with appropriate input-output (I/O) boards having the ability to read the encoder signals and to output a single analog voltage. Note that it is not necessarily the most expensive nor the most sophisticated I/O boards that gives the best result. Delay is a determinant factor for precise and stable haptic simulation, and therefore plain, fast designs are preferable over slower, complex, multi-function designs. Other possibilities include single-board computers linked to a host, or dedicated I/O boards connected to a computer parallel port or other appropriate standard I/O channel.

Amplifiers can be procured ready-made from commercial sources. With some engineering effort, it is also possible to build them rather easily from monolithic power-chips such as the LM12CL or LM675\(^1\) or Apex Microtechnology devices\(^2\). Both voltage or current drives can be built around these chips.

5.2 Software

Real-time software is needed to experiment with haptic force feedback or to develop an application. Figure 10 shows a bare-bones diagram of a force feedback haptic interface software diagram. It is described for a general device where the symbols could designate vector quantities representing forces and torques for a multi-DOF system. With the haptic knob, we have one angle and one torque.

Boxes in thin black lines indicate steps that are performed sequentially in a “hard realtime” thread. Hard realtime means that the computations must run at a regular rate and terminate within a predictable time interval, before the next update. Regularity is required since a fixed rate is assumed by both theoretical and practical considerations. Updates that “jitter” or occasionally miss samples creates “clicks and pops” in the simulation if the hardware is responsive, or even destabilize the system in the worse case. One must exercise caution when using realtime extensions to general purpose operating systems.\(^3\) As seen earlier, rates as high at 10 kHz may be needed. Precision should then be of a few \(\mu s\). If the simulation is “soft” or if the device is unresponsive, 100 Hz may suffice.

Step 1 converts raw encoder counts into physical units such as radians if the device uses encoders. If it uses analog sensors (not represented) the counters are replaced by analog-to-digital conversion associated with an optional

---

\(^2\)http://eportal.apexmicrotech.com/
\(^3\)Linux realtime frameworks have given excellent results.
Table 1: Expected characteristics of a haptic knob constructed with a wound Pittman model 8693 motor (19 V) or a coreless Maxon model Re25 motor (graphite brushes, 18 V).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Unit</th>
<th>Wound</th>
<th>Coreless</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inertia (not including the inertia of the knob)</td>
<td>(kg·m²×10⁻⁶)</td>
<td>1.6</td>
<td>0.95</td>
</tr>
<tr>
<td>Dry friction</td>
<td>(N·m ×10⁻³)</td>
<td>2.1</td>
<td>?</td>
</tr>
<tr>
<td>Viscous damping (when short-circuited)</td>
<td>(N·m·s·rd⁻¹×10⁻³)</td>
<td>0.15</td>
<td>0.21</td>
</tr>
<tr>
<td>Peak torque</td>
<td>(N·m ×10⁻³)</td>
<td>150</td>
<td>175</td>
</tr>
<tr>
<td>Continuous torque</td>
<td>(N·m ×10⁻³)</td>
<td>22</td>
<td>23</td>
</tr>
<tr>
<td>Inductance</td>
<td>(mH)</td>
<td>1.5</td>
<td>0.15</td>
</tr>
<tr>
<td>Terminal resistance</td>
<td>(Ω)</td>
<td>2.6</td>
<td>1.26</td>
</tr>
<tr>
<td>Thermal time constant (motor/windings)</td>
<td>(s)</td>
<td>720/?</td>
<td>910/12</td>
</tr>
<tr>
<td>Encoder resolution (off-the-shelf)</td>
<td>(cpr)</td>
<td>1024</td>
<td>1000</td>
</tr>
<tr>
<td>$F_0$ (measured when clamping down the output shaft)</td>
<td>(Hz)</td>
<td>?</td>
<td>600</td>
</tr>
</tbody>
</table>

Figure 10: Bare-bones software architecture for a force feedback haptic interface. There is at least a hard real-time thread running at high rate to update forces (thin lined boxes), a slower soft real-time thread to execute computations that do not require fast update rates (thick lined box), and appropriate communication between the two processes. Hardware components are indicated in grey.

over-sampling plus averaging step to reduce noise. The determination of parameters $a$ and $b$ (denoted as scalars by abuse of notation) may require a prior calibration step. Step 2 computes the “direct kinematic problem”, $\Lambda(q)$, if the device has more than one degree-of-freedom. Step 3 is the computation of the virtual environment proper, and may rely on model updates from slower-running threads, as indicated. Step 4 multiplies the desired end-effector forces (and potentially torques) by the transposed Jacobian matrix of $\Lambda$ to obtain desired joint torques, i.e. the torques that are required at the motor joints in order to produce those endpoint forces. Step 5 transforms these torques into representations suitable for digital-to-analog conversion. In our single-DOF system, the Jacobian is a scalar gain that might include for example the knob radius, depending on the anticipated user grip.

The box in thick black line contains computations that can be performed at a much lower rate, say the 30 Hz required for compute-intensive graphics components. Since the consequences of missing updates are not as severe as when running the haptic loop, we may be satisfied with “soft realtime”. Here we may include code related to other types of human-computer interaction such as mouse inputs. Proper interprocess communication must be established between the hard real-time thread and slow or nondeterministic events. The symbol $\to$ represents communication with data loss (implemented, for instance, with shared memory plus semaphore interlock) and the symbol $\Rightarrow$ represents communication without loss of data (implemented, for instance, with a first-in first-out queue). It is also possible to implement this scheme using multiple CPUs with communication protocols that can support these functions. A natural design is, of course, to dedicate a processor to the hard real-time thread. Dedicated groups have recently created open-source software that operates along these lines for interaction with 3-dimensional virtual objects [145, 146] and for allowing fast communication between disparate types of machines [147].

Notice how data loops around the Step 3, $f_k = F_i(x_{k-1})$. In Section 4.8.4 we noted the necessity to organize software such that force update computations be performed at a required rate, but other computations, like graphics, need not to be performed at a rate higher than necessary. This loop expresses a strategy whereby the slower computations acquire the position of the haptic device in virtual space at a much lower rate than they are available (a down-sampling process with loss of data) and supply back parameters or entire functions that are valid locally in space or in time (an up-sampling process without data loss). Step 3 must therefore perform interpolation in space, or in time, according to the methods mentioned in Section 4.8.4 in order to reconstruct samples between slow updates.

At this point, your haptic knob is ready to “roll”. All that is left is to program your choice of interesting behaviors within Step 3 of your simulation algorithm, and start experimenting [143].
Figure 11: We earlier encountered the spherical five-bar mechanism, often used to make force-feedback joysticks. For this purpose, a vertical handle is attached to the output link in the kinematic diagram (left) [67]. In this mechanism all the joint axes meet at one point symbolized by the black circle, and hence the handle rotates with two angular DOFs around this point. To make a surface display, the diagram in the middle shows a practical realization such that the point around which the plate rotates is slightly inside the user’s finger (right). In the experimental realization of the “Morpheotron” we have used low power DC motors with precision gearheads run under PID servo [148]. Although we have not experimented first hand with this option, a working device could certainly be realized with off-the-shelf radio-controlled servo drives for hobby applications.

6 A Simple Surface Display

In this section we describe a haptic surface display that is simple to make. Haptic shape sensations can be generated when touching a flat surface that is controlled to rotate around a fixed point. A mechanism that can conveniently be employed is the spherical five-bar linkage illustrated and described in Figure 11. If the point around which the plate rotates is inside the finger by a few millimeters, then the plate rolls on the finger but the finger does not move significantly. Within curvature limits, the user feels the shape of a virtual object if the plate is servo-controlled to be tangent to its surface [148]. There are two modes of operation.

In the first mode, the device is mounted on another non-motorized mechanism to allow free exploration, say in a plane. The movements in the plane are measured to define a point in virtual space. The second mode does not require any additional special-purpose hardware. Movements in virtual space can be obtained from any ordinary input device, of which many kinds exist [149], in which case the feeling of shape is also effectively obtained during exploration [148].

The control software is therefore not different from any ordinary robotic device with appropriate changes of coordinates and servo control loops. The reference trajectory is obtained by forcing the virtual interaction point to stay on the surface of a virtual object and by finding the normal to the surface at this point. The overall performance of the device is linked to the precision and tracking performance of the servo mechanism. The other surface display haptic devices introduced in Section 2.3 all include the key aspects of classical of robotic manipulators in their design.

7 Conclusion

In this first part of our series, we have introduced haptic interfaces, the principles on which they operate and how relatively simple devices can be commissioned for experimentation with them. We have examined vibrotactile transducers and further expanded on force feedback devices because of their respective dominance today, the former because of their simplicity, and the later for their flexibility and range of applications. Distributed tactile transducers are still today at their development stage with very few examples of commercial developments. Surface displays and their many variants could develop into a new breed of haptic displays.

In the recent years, surveys emphasizing aspects of haptic interfaces other than those explored in this tutorial were published and may be consulted by the readers [150, 102, 151, 152].

There is more to haptic interaction than simulating interaction with objects that could exist [153]. In the second part of this tutorial we will explore research in haptic interaction design and describe more fully contemporary applications.
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Sidebar: Haptic Device Performance

In this sidebar, we examine important facts and methods for force feedback device characterization [60, 154, 155, 156, 157].

Rule 1: Since a haptic device is a bi-directional transducer the place where measurements are made is crucially important. From the system’s view point, a response is measured between the motors and the displacement sensors. From the user’s perceptive, however, the relevant response is found where the device is touched, it is not where the actuators are connected.

Rule 2: As in any system, the load should be specified and controlled since the response and the noise critically
depends on it.

Rule 3: If forces are measured, the force sensor should be stationary, i.e. clamped to the ground. If not, one should make sure that inertial terms caused by fast movements can be neglected or else, they must be compensated for.

Rule 4: Sensors must have sufficient resolution. (For instance a 400 count encoder cannot resolve oscillatory movements of an unloaded motor beyond 10 Hz). When the movements are fast and small, the accelerometer is the preferred option.

Rule 5: Haptic devices, typically, exhibit several types of nonlinearities. One should identify the main sources of nonlinearities: saturation, motor hysteresis, friction, backlash and nonlinear structural effects are the main sources.

Sidebar: Terminology

Collision Detection: (From Section 2.2) A computational process employed to determine whether objects represented by their geometry in a computer interfere with each other. This calculation is fundamental to many applications of virtual reality, computer aided design, and haptics.

Back-EMF: (From Section 3.1) By Lorentz Force Law, a DC motor gives a torque \( \tau = k_i i \) given a current \( i \). The same law requires that when the motor turns at angular velocity, \( \omega \), a voltage \( e = k_e \omega \) is generated. This ‘electromotive force’ (EMF) opposes the voltage applied to the motor (back-EMF). When connected to a voltage source (a ‘short’ is a zero voltage source) if \( R \) is the winding resistance, a current \( i = e/R = k_e \omega/R \) is induced. Thus, a viscous-like torque proportional to velocity, \( (k_e k_i/R) \omega \), impedes rotation. This is equivalent to viscosity and explains the first order response. While this is fundamental to the design of servomechanisms in general, in haptics, it has several implications. Voltage determines the speed of a free spinning motor. When a motor is used to generate torque from a voltage, it does so only at low velocity since the back-EMF is like viscosity. See further discussion in Sections 4.6 and 4.7.

Impedance and Admittance, Flow and Effort: (From Section 4.2) In optical, hydraulic, acoustic, mechanical, and electrical systems there is the notion of “effort” and “flow” variables. Flow variables are connected to the position and movement of particles, for instance mechanical position and velocity, or electrical charges and current. Effort variables are connected to the effect of a system of particles on another, for instance mechanical force or electrical potential. There are formal and physical analogies (non-unique) between all these domains. One of them is the notion of impedance: the ratio of a variable of effort over a variable of flow. For instance resistance is defined as voltage divided by current, or mass as force over acceleration. Conversely, an admittance is the ratio of a variable of flow over a variable of effort.

Dynamic Range: (From Section 4.2) A general notion to express the set of possible values, from the smallest to the largest, within which a quantity can be reliably determined. It is often expressed as a ratio in dB (several possible conventions, here: \( 10 \log_{10}(\text{max/min}) \)). For instance, for the motor in Table 1 from the peak torque to the smallest torque determined by friction gives a ratio of roughly 100 or 20 dB of torque dynamic range. As points of comparison, an LCD display gives about 30 dB of brightness range and high-end audio systems more than 50 dB of acoustic pressure range.

Transducer: (From Section 4.3) A device to convert energy from one form to another. It might function as either a sensor or an actuator and occasionally as both. An ideal transducer does this without losses nor nonlinearities over an infinite frequency range. Thus, an ideal actuator used as a force transducer for haptics would convert current to torque with uniform gain regardless of frequency. As a sensor an ideal transducer does not disturb the process being measured, has low noise and is generally desired to be linear.

Structural Dynamics: (From Section 4.3) Beyond a certain frequency most mechanical systems do not move like a set of rigid parts. Inertial forces cause the parts to flex and bend resulting in a variety of linear and nonlinear effects. So is the case of haptic force feedback devices. For instance, just below a resonant frequency, a motor movement may be causing the handle to move in one direction, yet at frequency a few Hz higher, the same motor movement may cause the handle to move in the opposite direction. The analysis and control of these dynamics can be extremely complicated which is why the lowest frequency, called the first natural frequency, at which structural dynamics appear (first mode) is an important characteristic.

Degrees of freedom (DOF): (From Section 4.4) In mechanics: the number of independent variables needed to specify the position of a system of particles. A rigid body free to move in space has six (three translational and three rotational), whereas a simple knob anchored in space has only one, its rotation. Joints introduce constraints and leave freedoms. The most common joint, the hinge, introduces five constraints and leave one angular freedom.

Serial vs Parallel Linkages: (From Section 4.4) Mechanisms are made of links connected by joints. See example below. If a sequence of links and joints forms at least one closed loop, the mechanism is said to parallel, otherwise it is serial.
**Five-bar linkage:** (From Section 4.4) A type of mechanism with five links and five joints that has two degrees of freedom. A system of 5 links connected by 5 joints to form a loop retain two degrees of freedoms under two special circumstances: when the joints axes are parallel or they meet at a single point. Parallel axes joints permit planar motions and meeting axes permit angular motions.

**Capstan drive:** (From Section 4.4) If a string, a rope, a tape, or a cable is wound around a cylinder—a capstan—then to a good approximation the ratio of the tensions of the taught sections is an exponential function of the winding angle [158]. The driven load is the difference between the two tensions. It can be much higher than the tension at rest. Capstan drives are backlash-free and can operate successfully even with modest manufacturing and assembly tolerances. Master arms and haptic devices frequently use this technique to amplify torque.

**Direct drive:** (From Section 4.4) The motor is connected directly to the load without a torque amplifying mechanism. Advantages are simplicity and lack of the backlash or friction present in most transmissions.

**Quadrature Incremental Encoder:** (From Section 4.5) A frequently used type position sensor which directly quantizes displacement, most often optically. The sign of one increment of displacement is coded by using two signals in phase quadrature. A displacement measurement is simply done by counting the increments. Inexpensive models give a few tens or hundreds of increments per turn. Sophisticated models can give $10^5$ or $10^6$ increments per turn.

**Hall Effect Position Sensor:** (From Section 4.5) Sometimes, better results or cost/performance ratios can be obtained for haptic devices by using analog position sensors giving a signal that is digitized electronically. Position sensors relying on the Hall effect where a voltage varies as a function of the intensity of a magnetic field is the most often used type of analog position sensor. They can be made of elementary components and very accurate ready-made sensors can be procured. Typically, the range of displacement must be smaller than a turn.

**Motor Torque Ripple:** (From Section 4.6) A DC motor gives a torque proportional to the current. The proportionality factor can noticeably depend on the angle of the rotor in a cyclical manner. This dependency is related to poles and windings. It can also arise when the brushes commute different windings. This can taint the haptic feel at high torques.

**Motor Cogging:** (From Section 4.6) Certain DC motors exhibit spontaneous cyclical variations of torque as they turn, due to changes of reluctance in the magnetic circuit. This can taint the haptic feel at low torques.

**Hysteresis:** (From Section 4.6) If a system with inputs, outputs, and states is such that its outputs depend not only on inputs and states but also on its time history, then it is said to have hysteresis. It can be detected by slowly driving a system once through a closed trajectory and noticing that the outputs do not return to their initial state. Several components of a haptic interface can exhibit this kind of nonlinearity.

**Power Amplifier, Voltage vs. Current:** (From Section 4.7) Electronic device able to step up the power of a control signal. Voltage amplifiers regulate voltage internally and therefore have a low internal impedance and saturate, typically, when the current is too high to maintain a demanded voltage. Conversely, current amplifiers regulate current, have a high internal impedance and saturate when the voltage becomes too high to deliver a required current. In either case, the circuit can be analog (also said linear) or switching (also said digital). In the switching types, power modulation is achieved by driving the signal full range at high frequency from one polarity to the other and by varying the ‘duty cycle’, that is, the proportion of time spent in one state vs. the other.

**Limit cycle:** (From Section 4.8.3) When a system exhibits a self-sustained oscillation that persists even if it is perturbed and when the amplitude of the oscillation remains bounded, this system is said to enter a limit cycle. For a limit cycle to exist, the system must have nonlinearities, the most common of which is saturation. In haptics, artifacts tainting a simulation often can be explained by the onset of limit cycles.

**Passivity:** (From Section 4.8.3) In control, a system is said to be passive if at all times the energy supplied is always greater than or equal to the energy stored in it; i.e. the energy is not supplied from within the system. A simulated haptic virtual environment is said to be passive if the energy supplied to the hand does not exceed the energy supplied by it. This is a desirable quality due to the fact that the interaction of the human hand with a passive object (real or simulated) is in general non-oscillatory. While the human can and does act as a power source, our biomechanics and motor control are such that a hand appears to be passive in the high frequencies (i.e. above 10 Hz roughly). An interesting exception is the drum roll which can be described as an interaction of the hand with a passive object, yet it enters a fast limit-cycle.

**Zero-Order Hold (ZOH):** The most common method to perform analog signal reconstruction from discrete samples. The analog output is held constant from one sample to
the next, resulting in a staircase-shaped signal containing a (theoretically) infinite number of high frequencies.
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