In this study, a bio-inspired approach for extracting efficient features prior to the recognition of scenes is proposed. It is highly inspired from the model of the mammals visual system. The retina contains many levels of neurons (bipolar, amacrine, horizontal and ganglion cells) accurately organized from cones and rods to the optic nerve up till the lateral geniculate nucleus (LGN) which is the main thalamic relay for inputs to the visual cortex. This structure probably eases other brain areas tasks in preprocessing the visual information. This paper is focusing on the study of these specific structures, relying on a bottom up approach to propose a comprehensive mathematical model of the low level image processing performed within the eye. The presented system takes into account the foveolar structure of the retina to produce a low-resolution representation of observed images by decomposing them into a local summation of elementary gaussian color histograms. This representation corresponds to the LGN biological organization. It has been thought that due to short timings, some very quick localization tasks involving particularly fast information processing pathways cannot be provided by the classical ones passing through higher level cortical areas. This work proposes a model of retinal coding and LGN-visual representation that we show provides reliable and sufficient early features for scenes recognition and localization. Experiments on real scenes using the developed model are presented showing the efficiency of the approach on localization.
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1. Introduction

Visual analysis of scenes is a cognitive task that generally involves a scan of observed environments to find targets among distractors. It is suggested that the brain extracts features from visual flows in order to perform localization [21]. Among these features [30], shapes, color [55], motion can be found [1]. In general, location is directly linked to find the conjunction of features. The conjunctions are intended to describe the scene in a unique manner in order to enable further comparisons.
Many approaches to vision based spatial memory can be found in the literature visual search [21, 23], sometimes also combined with saccadic eye movements [25, 24], visual attention [27, 26], and finally some approaches that develop computational models [28–33].

This paper uses the model of the eye as a starting point to inquire on the possible image processing work derived from its structure. The retina contains many levels of neurons (bipolar, amacrine, horizontal and ganglion cells) accurately organized from cones and rods to the optic nerve [19]. This internal structure of the eye apart from all the known foveolar advantages probably preprocesses the visual information introducing a pre-coding of the acquired images [7]. It provides an adaptive retinotopic visual representation in the LGN [3], which facilitates the tasks performed by the downstream visual cortex and other brain areas. There exists a large amount of work dealing with the issue of studying the processing activity in the early retina. It is interesting to notice that approaches related to information theory in the literature fail to give all the possibilities involved by the lateral inhibition mediated by retinal horizontal cells [11, 5]. Most of the existing works deal with the hypothesis that accounts for the extentions of bell-shape behavior, trying to explain its general functioning. In general, these theories use high-order statistics (autocorrelation or power spectrum) in natural images [40, 47–49]. The main idea behind these assumptions is connected to the fact that due to intensity decrease, the relative noise caused by random photon absorption increases. It then becomes essential to increase the lateral-inhibition extent to average out the noise. Very few papers set the hypothesis that the lateral-inhibition adaptation in the early retina is part of a much more complex system enabling the extraction of several image attributes, such as edges, the amount of contrast, and in a general way the radiometric information.

It seems that there is a change in the hypothesis between the new and early theories that deal essentially around what is really extracted from images [47, 48]. It has been believed that the extraction is based on collecting as much nonredundant information from acquired images as possible. Recently, it has been suggested that it may be relevant to consider that essential information may be extracted too [46]. It seems that the visual system eliminates specific information very early in the processing chain. As explained in Balboa [45], two possible answers can be found. The first is connected to the idea that if one reduces the amount of types of signals to be transmitted then large quantities can be emitted. The second considers that due to the limited capacity of the central nervous system, it might be better dealing with fewer types of signals essential for the entity survival rather than wasting energy among nonrelevant information. One may wonder how information is inhibited and why?. It is suggested in the predictive coding theory [40] that there is a reduction of information intensity at the points with the same intensity as their neighbors. The goal is to reduce the wide range of intensities of acquired scenes in the narrow dynamic range of the second-order neurons (bipolar cells). There are two contradictory ideas concerning the main goal of lateral inhibition. On one hand,
it is suggested that the main goal of lateral inhibition is not the coding of intensity [40, 43, 44]. On the other hand, it is proposed that the nonchromatic goals of the OPL (optical plexiform layer of the retina) lateral inhibition is meant to ease the optimization of detection [42], contrast [41] and intensity [39]. The idea of a possible link between lateral inhibition and edges has been proposed in Ratliff [50]. It can also be pointed out that there might be different channels as contrast is particularly important at edges, whereas intensity is important away from them. The segmentation performed within the retina probably provides nonaccurate information, but quick enough to be used efficiently by reactive loops [37, 38].

Very few papers propose to give a visual representation of the information within the LGN. Studies on neural information transmission (See Ref. [1] for an overview), point out its significant complexity and diversity. The approaches using information theory and spikes show that a huge information content can be transmitted using a wide variety of stimuli [5, 6]. The presented work is proposing a bioinspired method combining both feature extraction and noise minimization. Its functioning is inspired by the circuitry of the primate visual system, using statistical methods to achieve both tasks of coding and noise reduction. The method combines both the lateral inhibition mechanism and the foveolar structure of the retina. This sets it apart from existing work which is more focused on local information theory within cells. The properties of the retina seem to have many interesting uses [7]. Among them, there are two major ones: its nonlinear resolution [56], inducing a directional field of view, starting from a lower to a higher resolution; and its pyramidal implicit structure, decreasing drastically the amount of information to be processed. These observations tend to show that there might be a deep connection between the need of a directional resolution and a decrease of the amount of information collected.

The experimental observations and theoretical considerations exposed in Zugaro [8] involve a simple mechanism, underlying the capacity to rapidly reorient in a familiar environment independent of high brain areas. The very short latencies observed are consistent with the fact that the anterodorsal thalamic nucleus receives direct projections from the retina as well as indirect projections from the visual cortex via other areas. In addition, the visual stimulation of the retina evokes field potentials in the primary visual cortex with delays as brief as 40 msec [9, 10]. The primary goal of this paper is to inquire on the possible effects of combining variable image resolution and a chain of image coding in order to propose a model of early retinal image processing. The proposed method is a complete approach (from retina’s image acquisition to LGN retinotopic representation) that we will show sufficient to perform quick localization tasks and provide a robust and quick input for a spatial localization algorithm.

The paper is organized as follows. Section 2 briefly presents the structure of the retina, going from rods and cones to the optic nerve. In Sec. 3, foveolar vision presented followed by the architecture of the preprocessing based on a local decomposition of histograms. Mathematical results are introduced in Sec. 4 and LGN
representation is exposed in Sec. 5. Spatial localization using our bio-inspired technique is given in Sec. 6 where a spatial localization model based on scene recognition is presented. Finally, conclusions and future work are included in Sec. 7.

2. The Retina Structure

The neural structure of the retina inspired the developed visual system. This section will briefly introduce its architecture and properties. The retina is a seven-layered structure involved in signal transduction as seen in Fig. 1.

Light enters from the ganglion cell layer (GCL) side first, and must penetrate all cells before reaching the rods and cones. The rods and cones transform light into a signal and send it through the cells of the outer nuclear layer (ONL). In the outer plexiform layer (OPL) photoreceptor axons contact the dendrites of bipolar cells and horizontal cells. Horizontal cells provide interneuron connections. The bipolar cells in the inner nuclear layer (INL) process input from photoreceptors and horizontal cells, and transmit the signal to their axons. In the inter plexiform layer (IPL), bipolar axons contact ganglion cell dendrites and amacrine cells. The ganglion cells of the GCL send their axons through the optic fiber layer (OFL) to the optic nerve.

It is important to notice three particular points, implicit in the above description.

(1) This structure is constituted of two kinds of cells: the interneurons (horizontal and amacrine cells), which aid in signal processing, and the informative neurons, which contain and transmit the information.

Fig. 1. A section of the retina: The architecture of layers.
(2) As shown in Fig. 2, the amount of standard neurons decreases when closer to the optic nerve.
(3) Despite the reduction in the amount of data, the organization of the cells is not purely convergent. There is statistically one ganglionic cell for five bipolar cells and about twenty photoreceptors, but one bipolar cell is connected to more than one ganglionic cell. The structure is then overall convergent and locally divergent, which brings in information redundancy.

Equating the scene representation perceived by the eyes to a numerical image, the information contained in the photoreceptors is equivalent to pixels. This means that (in a view based approach), there are two other particular image representations: one at the INL and one at the GCL. The specific gathering of the information from one level to the next is due to the combination of the three items explained above. Therefore it appears that the information contained in a bipolar cell (of the INL) concerns the information of many photoreceptors (of the ONL), and in a similar manner, the information contained in a ganglion cell accounts for the information of many bipolar cells.

3. Foveolar Image: Spatial Geometry and Preprocessing

3.1. Foveolar image decomposition

Similar to the visual system of the mammals, the developed method takes into account the foveal vision which can be introduced in two ways. The cylindrical development is given in Fig. 3(B). Starting from the original acquired image $I(i, j)$ with $i, j$ expressing the coordinates of pixels [Fig. 3(A)], a cylindrical development
[Fig. 3(B)] remaps the image to a cylindrical image using polar coordinates as $I_c(r, \theta)$ ($\theta$ in degrees) with the relation,

$$i = r \cos \theta \quad \text{and} \quad j = r \sin \theta,$$

where

$$0 \leq r \leq r_{\max} \quad \text{and} \quad 0 \leq \theta \leq 360.$$  \hfill (3.2)

The size of $I_c$ is then $r_{\max}$ rows, and the number of columns is set in this case to 360. The number can be chosen smaller if a thinner angular step is chosen. As shown in Fig. 3(B), each column of $I_c$ is the corresponding radius of image $I$: to reduce information at the periphery of the image giving a foveolar distribution, each row of $I_c$ is locally averaged:

$$I_c(1 \leq r \leq r_{\max}, \theta) = \text{mean}(I_c(1 \leq r \leq r_{\max}, \theta - 2 \leq \theta \leq \theta - 2)).$$  \hfill (3.3)

(A) Original image with polar settings.  
(B) Cylindric image of (A).  
(C) Foveolar image of (A) from (B).

Fig. 3. Foveolar images generated by a cylindrical development, averaging, and inverse remapping.
Finally, an inverse mapping from polar to cartesian coordinates provides a foveolar image as shown in Fig. 3(C).

Another possible way to produce foveolar images is by merging contiguous variable sets of pixels using variable neighborhood windows as shown in Fig. 4. This technique is different from the previous one but has the property of being very close to the mechanisms involved within the retina preprocessing architecture.

Let $V$ be a square subimage and $b$ be the half-width of $V$, as shown in Fig. 4. The bounds of $b$ are $b_{\text{min}}$ and $b_{\text{max}}$ with $b_{\text{min}} \leq b \leq b_{\text{max}}$. It is essential that the values of $b$ depend strictly on the distance between $C$ (the center of $V$) and the center of the whole image. This distance is actually the $r$ component of the polar coordinate system.

The relation between $b$ and $r$ is then given by:

$$b = b_{\text{min}} + \frac{b_{\text{max}} - b_{\text{min}}}{\log(2)} \log \left( \frac{r}{r_{\text{max}}} + 1 \right),$$

(3.4)

with $r_{\text{max}}$ the upper bound of $r$.

The foveolar structure is implicit. The use of large sized subimages in the macula (at the periphery) and smaller size in the fovea (at the center) provides a (nonlinear) data amount reduction and a variable resolution.

3.1.1. Image coding of foveolar areas

Different kinds of visual features can be extracted from the foveolar image. The geometric features often used in the literature as angles, lines, corners can still be retrieved from foveolar images. Due to the nonlinear resolution, the accuracy of the detection can be altered significantly according to the location of the feature within the image.

The choice made here consists of using statistical tools (local histograms) inside foveolar areas in order to start an image coding and implicitly extract features as will be shown further.
3.1.2. Gaussian decomposition of histograms

Given the image presented in Fig. 5(A), its corresponding histogram is shown in Fig. 5(B).

In order to reduce the amount of information of the histogram (256 gray-levels which means a 256-dimension vector), it is decomposed as a Gaussian Mixture Model (GMM, [51, 52]) with expectation maximization algorithm (EM, [53]). This algorithm models a signal as a sum of normal distribution (ND), as described in Fig. 6.

Obviously, Fig. 5(B) shows that this subimage contains four classes (even though two of them are close). The decomposition is performed with a variable number of ND. The best match between the real histogram and the mixture of ND is shown in Fig. 6(D), i.e., corresponding to four ND. The bayesian information criterion (BIC [54]) is used to find the right number of ND to correctly characterize an histogram, which it is not possible to know a priori. This algorithm seeks a compromise between accuracy and model complexity depending on the number of parameters. This step is applied to each RGB-level of the color image, enabling the algorithm to keep color information.

3.1.3. Optimization of histogram representation

Consider a subimage \( V \). After GMM decomposition, its information is defined as an histogram \( H_V(x) \):

\[
H_V(x) = \sum_{n=1}^{N_{bg}} m_n N_{\left(\mu_n, \sigma_n\right)}(x),
\]

(3.5)

where \( N_{\left(\mu, \sigma\right)}(x) \) is the normal distribution whose standard deviation is \( \sigma \) and whose mean is \( \mu \), namely

\[
N_{\left(\mu, \sigma\right)}(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\left(\frac{x-\mu}{\sigma}\right)^2}.
\]

(3.6)
Fig. 6. Five different steps of the gaussian decomposition of an histogram.
In Eq. (3.6), \( m_n \) is the corresponding weight of the normal distribution \( n \), and \( H_V(x) \) is composed by \( Nbg \) distributions. It is obvious that \( 0 \leq \mu \leq 255 \) in the usual case of 256 gray-values. One ND fits with one class of pixels existing in the neighborhood \( V \). Therefore it is important to put together the similar classes (i.e., distribution with close means) and to keep aside distributions which are not representative (i.e., distributions whose weight are insignificant). Finally, the most representative NDs are sorted according to their weights.

3.2. Multi-layer image coding

3.2.1. From acquired image to first-layer: The gathering layer

In the following sections, \( V^j_i \) represents a subimage, with \( i \) corresponding to its index, and \( j \) the layer which it belongs to. The acquired image is set to be the initial layer corresponding to \( j = 0 \), with \( V^j \) implicitly representing the whole layer. Following a biological approach discussed in Sec. 2, and taking into account the different assumptions presented in the previous section (particularly the nonlinear resolution and the convergent/divergent), an implementation of the foveolar coding using specific layers is introduced. As shown in Fig. 7, subimages of \( V^0 \) are gathered according to the foveolar decomposition. The cells of the gathering layer receive the information of variable size pixel sets, depending on the distance from the image center. Following the foveolar decomposition, a subimage \( V^0_{\max} \) located at the periphery encodes more pixels than the more central one \( V^0_{\min} \).

For a better understanding, assuming that the acquired image is taken from a linear camera (one rank of pixels), Fig. 8 shows a planar representation of the mechanism from the original image to the gathering layer. Four subimages are represented: \( V^0_{m_3}, V^0_{m_2}, V^0_{m_1} \) and \( V^0_{m_0} \). Their sizes are variable according to the foveolar.
Fig. 8. Layer-1 data reduction equivalent to bipolar cells: Case of a linear camera. According to the foveolar decomposition, variable size subimages $V_0^{m_3}$, $V_0^{m_2}$, $V_0^{m_1}$ and $V_0^{m_0}$ enable to take into account the convergent/divergent properties.

decomposition. Two contiguous subimages have common pixels introducing redundancy into the system. Each subimage can be defined by its histogram. This histogram is then GMM-decomposed to provide the information of the cells of layer-1.

3.2.2. From the gathering layer to the second layer

As explained in Sec. 2, the retina structure consists of two layers of informative neurons, controlled by different kinds of interneurons. The system proposed here and described in Fig. 9 introduces also a second layer similar to the GCL, whose information is controlled by a process acting as interneurons.

These interneurons consider the information of many neurons to inhibit or facilitate the transmitted data to the next neuronal layer. As shown in Fig. 9, the GMM

Fig. 9. Data reduction from layer-1 to layer-2: The common normal distribution are only the two in black. After the control process, they are the only ones kept in the higher level.
Fig. 10. An example of a histograms processing in layer-2. Histograms (1) and (2) are merged using (2) as a control information to provide (3) that contains only the ND that they both have in common.

A theoretical example of this control is presented in Fig. 10. To illustrate the principle, two histograms (1) and (2) are considered. The ND of (1) are controlled by the ND of (2). The result (3) shows that the common ND centred around a mean value of 200 will be selected.

4. Multi-Layer Decomposition: Mathematical and Visual Results

4.1. Mathematical results

Aiming to obtain a functional model, we will set in this section the mathematical framework of the decomposition operated by layer-2 in order to give a predictable model and provide a better understanding of the process.

4.1.1. Comparison using Bhattacharyya proximity

Let $X$ and $Y$ be two normalized vectors of same size:

$$\text{card}(X) = \text{card}(Y) \quad \text{and} \quad \sum_i X(i) = \sum_i Y(i) = 1.$$ (4.7)
The Bhattacharyya distance [20] is given as:
\[ D_B(X,Y) = 1 - \sum_i \sqrt{X(i).Y(i)}. \] (4.8)

It is easy to verify that \( D_B = 0 \) in the case of two identical vectors \( (X(i) = Y(i), \forall i) \), so \( D_B = 1 - \sum_i \sqrt{(X(i))^2} = 0 \) from Eq. (4.7), and \( D_B = 1 \) in the case of two orthogonal vectors. Hence,
\[ 0 \leq D_B(X,Y) \leq 1. \] (4.9)

To characterize the similarity instead of dissimilarity, Bhattacharyya proximity is introduced as
\[ P_B(X,Y) = 1 - D_B = \sum_i \sqrt{X(i).Y(i)}, \] (4.10)
with
\[ 0 \leq P_B \leq 1. \] (4.11)

Before transmitting its own information (histogram of few normal distributions) to the next layer, each normal distribution is weighted by setting its Bhattacharyya proximity coefficient.

4.1.2. Mathematical expression of the encoding of layer-2

The information contained in an informative neuron of the second layer can be expressed as:
\[ H_i(x) = \sum_{n=1}^{Nbg} m_{2n} \mathcal{N}(\mu_{2n}, \sigma_{2n})(x), \quad i = 2, \] (4.12)
where \( i \) is the layer index, \( n \) is the index of the ND and \( Nbg \) is their total number.

The question is now how to express the layer-2 parameters as functions of the first layer parameters. Modifying the influence of a Gaussian histogram does not mean changing the averages and standard deviations but rather the weights of the normal distribution. The information of a layer-2 neuron is linked to a layer-1 neighborhood. Let \( \mathcal{V}_1 \) be a neighborhood of layer-1. We then set:
\[ \mu_{2n} = \frac{\sum_{\mathcal{V}_1} \mu_{1n}}{\text{card}(\mathcal{V}_1)} \] (4.13)
and
\[ \sigma_{2n} = \frac{\sum_{\mathcal{V}_1} \sigma_{2n}}{\text{card}(\mathcal{V}_1)}. \] (4.14)

The weights \( m_{2n} \) are provided by the Bhattacharyya proximity:
\[ m_{2n} = \sum_{\mathcal{V}_1} P_B(m_{1n} \mathcal{N}(\mu_{2n}, \sigma_{2n})(x), H_c(x)) \] (4.15)
with $H_c(x)$ defined in Eq. (4.12):

$$H_c(x) = \sum_{n=1}^{Nbg} m_{cn} N(\mu_{cn}, \sigma_{cn}) (x)$$  \hspace{1cm} (4.16)

($c$ being the reserved dash for control parameters) and replacing each term, it comes that:

$$m_{2n} = \sum_{V_1} P_B(m_{1n} N(\mu_{2n}, \sigma_{2n}) (x), m_{cn} N(\mu_{cn}, \sigma_{cn}) (x)).$$  \hspace{1cm} (4.17)

We set

$$P = P_B(m_{1n} N(\mu_{2n}, \sigma_{2n}) (x), m_{cn} N(\mu_{cn}, \sigma_{cn}) (x)).$$  \hspace{1cm} (4.18)

Moreover, these expressions are valid for each normal distribution of the histogram, therefore the dash $n$ will be voluntarily missing (to simplify notation):

$$P = \int_{\mathbb{R}} e^{-\frac{1}{2} \left( \frac{x-\mu_2}{\sigma_2} \right)^2 \cdot \frac{1}{2} \left( \frac{x-\mu_2}{\sigma_2} \right)^2} \, dx$$  \hspace{1cm} (4.19)

$$P = K \int_{\mathbb{R}} e^{-\frac{1}{2} \left( \frac{x-\mu_2}{\sigma_2} \right)^2 \cdot \frac{1}{2} \left( \frac{x-\mu_2}{\sigma_2} \right)^2} \, dx$$  \hspace{1cm} (4.20)

with

$$K = \sqrt{\frac{m_{1n} m_{cn}}{2 \pi \sigma_2 \sigma_c}}.$$  \hspace{1cm} (4.21)

The numerator of the exponential function is quadratic then it can be written as

$$P = K \int_{\mathbb{R}} e^{-\alpha (x-\beta)^2 + \gamma} \, dx = K' \int_{\mathbb{R}} e^{-\alpha (x-\beta)^2} \, dx$$  \hspace{1cm} (4.22)

with

$$\alpha = \frac{1}{2} \left( \frac{1}{\sigma_2^2} + \frac{1}{\sigma_c^2} \right), \quad \beta = \frac{(\mu_c \sigma_2^2 + \mu_2 \sigma_c^2)}{\sigma_c^2 + \sigma_2^2}, \quad K' = Ke^{-\gamma}$$  \hspace{1cm} (4.23)

and also

$$\gamma = \frac{1}{\sigma_2^2 \sigma_c^2} \left( (\mu_c \sigma_2^2 + (\mu_2 \sigma_c^2)^2 - \frac{1}{2} (\mu_c \sigma_2^2 + \mu_2 \sigma_c^2)^2) \right).$$  \hspace{1cm} (4.24)

Considering the result:

$$\int_{\mathbb{R}} e^{-x^2} \, dx = \sqrt{\pi},$$  \hspace{1cm} (4.25)

after the variable substitution $X = \sqrt{\alpha} (x - \beta)$, $P$ in Eq. (4.22) becomes

$$P = K' \sqrt{\frac{\pi}{\alpha}}.$$  \hspace{1cm} (4.26)

This last equation means that the information of a layer-2 neuron is completely computable and predictable from the values of layer-1. To illustrate the explanation...
of Sec. 3.2 and the theoretical example of Fig. 10, a real example of this control is shown in the following section.

4.1.3. Example of layer-2 encoding

The real histogram Fig. 11(B)(1) corresponding to the area 1 in Fig. 11(A) is defined as a sum of ND according to the decomposition introduced in Eq. (4.12). The gaussian parameters of each ND of this histogram are presented in Table 1.

The parameters of the histogram of Fig. 11(B)(2) corresponding to area 2 in Fig. 11(A) are given in Table 2.

The new weights provided by the Eq. (4.26) are computed and are given in Table 3. These weights are expressed on the normalized histogram shown in Fig. 11(B)(3).

Table 1. Normal distribution parameters of Fig. 11(B)(1) histogram.

<table>
<thead>
<tr>
<th>n</th>
<th>m_{2n}</th>
<th>\mu_{2n}</th>
<th>\sigma_{2n}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>70</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>120</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>100</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2. Normal distribution parameters of Fig. 11(B)(2) histogram.

<table>
<thead>
<tr>
<th>n</th>
<th>m_{cn}</th>
<th>\mu_{cn}</th>
<th>\sigma_{cn}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>60</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>70</td>
<td>12</td>
</tr>
</tbody>
</table>
Table 3. Layer-2 weights calculation.

<table>
<thead>
<tr>
<th>n</th>
<th>P</th>
<th>P Normalized</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.34</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.035</td>
<td>0.103</td>
</tr>
<tr>
<td>3</td>
<td>1.7 \times 10^{-6}</td>
<td>0</td>
</tr>
</tbody>
</table>

4.2. Multi-layer image processing

4.2.1. First layer: Scene decomposition

Figure 12 shows the decomposition of the image appearing in Fig. 12(A) representing an indoor scene. Each processed image 12(B), 12(C), 12(D), corresponds to the ND averages of respectively the first (1-ND), the second (2-ND) and the third (3-ND) ND provided by the GMM. We notice that the first ND image [Fig. 12(B)] is very...
close to the original image as most details can still be perceived even with the decrease of resolution. In the second ND image [Fig. 12(C)], uniform areas are set to zero. Actually this second image provides elementary edges. The third and fourth gaussian images provide more and more complex images regions corresponding to three or four (at least) pixel classes. These ND images can correspond in some cases to textured areas. It is important to notice that the whole visual features seen in Fig. 12 are still complex and nonaccurate. The edges defined by a wide variety of gray-levels make them difficult to use at this step.

The influence of the foveolar decomposition can be observed in Fig. 13, where (1) and (2) are zoomed details located at the center and periphery of the image. Figures 14 and 15 are the corresponding 1-ND and 2-ND images. If the processes were linear and not foveolar, their coding would have been equivalent. However the actual codings are very different. The door edges are detected because it is encoded using subimages close to the size of $V_{\text{min}}^0$ (defined in Sec. 3.1) as shown in Fig. 14.

In this case, color information is also not lost. Figure 15 shows the opposite case, in which edges are not preserved. Still, color information is not completely lost. Figure 15(A) does not show the window handle because its white pixels are not the
most representative in comparison to more gray pixels in this area, but the white color is the second most important ND as shown in Fig. 15(B).

4.2.2. Second layer: Scene segmentation

After the layer-2 reduction data, the information contained by the informative cells are shown in Fig. 16 where the control influence can be observed. Comparing all images of Figs. 12 and 16, the images of Figs. 16(B) and 16(C) look indeed like images of Fig. 12, but the gray level of edge portions are more homogeneous. Moreover, the edges seem to be simpler, with filled gaps. The data reduction combined to the foveolar decomposition fill up the textured areas. This means that using the image of Fig. 16(B) as a mask for the original image provides an automatic segmentation of the interesting scene areas (shown Fig. 17).

5. Visual Information in LGN

5.1. Biological LGN architecture

The main function of both LGN (left and right) is to transmit stimuli from the sensory systems to cortex. The relay cells in LGN receive visual signals from retinal ganglion cells and transmit processed information to the primary visual cortex. The LGN has a laminar (6-layer) architecture. Layer 1 and 2 are composed of magnocellular cells (M1 and M2), whereas layer 3 to 6 are composed of parvocellular cells (P3 to P6). The eye on the same side of one LGN sends information to layers 2, 3 and 5 while the eye on the opposite side sends information to layers 1, 4 and 6 [1].

In the human brain, little is known about the functional anatomy and response properties of subcortical nuclei containing visual maps such as the LGN. Its retinotopic structure has been widely studied using functional magnetic resonance imaging (fMRI) [14, 19] or using positron emission tomography [16], and it supposes that visual data are organized as images.
Fig. 16. The mean images of the first four ND of second layer-2.

(A) Image of must weighted ND.  
(B) Image of second must weighted ND. 
(C) Image of third must weighted ND.

Fig. 17. Automatic segmentation of discriminant scene areas.
5.2. LGN visual modeling from retina’s multi-layer processing input

Very few works deal with the visual representation of data in LGN. Original stimuli-images have been constructed from LGN monitoring [12], but no direct visual representation of the information contained in the LGN has been given. Each codified image using the method exposed in Eq. (3.2) can be represented by a set of ND-images. As shown in Fig. 18, each LGN-layer image is a ND-image generated by the retinal decomposition. It is known that each LGN layer is divided into

Fig. 18. Visual Information transmission from eyes to LGN: From a stereo pair of images, the multi-layer retinal encoding provides to the LGN 3 ND-images for each eye which contain the entire original images, edges and textures. This visual representation is already composed of efficient features for rapid localization tasks.
two sublayers [19] which means that a particular features in the visual space is characterized with three pairs of data per eye. We may notice that the introduced model fits particularly well with this organization because since each ND is regulated by two parameters: its mean value, and its standard deviation.

5.3. Noise independence and information content

5.3.1. Gray level influence over noise reduction

As introduced in Sec. 1, one of the roles of the retina neural coding seems to be the noise reduction [40, 47–49]. A polar striped image of increasing gray levels (Fig. 19) has been used to study the influence of noise. Three kinds of noise are used: gaussian additive [AG — Fig. 19(B)], Salt and Pepper [SP — Fig. 19(C)], and multiplicative [MU — Fig. 19(D)]. Layer decomposition are applied to each image.

For each stripe corresponding to a particular gray-level, it is possible to compute the standard deviation of the noise, using the difference between the original and the noisy image. This process provides us the curves of Figs. 20 and 21. Figure 20 shows that before processing, all the standard deviations are very different. SP noise decreases with the gray-level, AG noise is almost constant, and MU noise increases. Moreover, each standard deviation mean value differs from the others. Figure 21 shows that all these differences disappear after processing the image: standard deviation mean value are almost the same, and the different curves get nearly the same shape.

Table 4 shows the standard deviation mean values for each type of noise. The right column displays the noise reduction rate.

It is important to notice that the noise standard deviation decreases very strongly for all noises (see ordinate axis units of Figs. 20 and 21).

5.3.2. Noise reduction for a real case

The issue of noise reduction has been tested on images of Fig. 22. Figure 22(A) is the original image, whereas Fig. 22(B) contains additional gaussian noise whose standard deviation is 10. Both images have been processed by the decomposition/encoding exposed in the previous section, and the LGN-images M1 are respectively shown in Fig. 23.

One can see that both result images are very close, which means that the noise seems to have been filtered out. This observation can be illustrated and confirmed by Fig. 24. Noise image of Fig. 24(A) is the difference between Figs. 22(A) and 22(B), and noise image of Fig. 24(B) is the difference between Figs. 23(A) and 23(B). Also, Fig. 25 represents the histogram’s superposition of both noisy images, before and after encoding, in (A) the original image, in (B) after encoding. The standard deviation of the noise decreased from 9.3 to 1.5 (84%).
5.3.3. Information content

It is interesting to study the impact of the method on the amount of information contained in both original foveolar image [Fig. 26(A)] and the processed one [Fig. 26(B)]. In order to extract the influence of the foveolar gathering, an entropy measure is computed on 18 annular rings $R_k, k \in [1, 18]$ following a log-polar coverage as shown.
Fig. 20. Standard deviation of original noised images according to gray values. The maximal value of ordinate axis is 0.22.

Fig. 21. Standard deviation of processed noised images at layer-2 according to gray values. The maximal value of ordinate axis is 0.037.

Table 4. Mean value of each noise standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>Before Coding</th>
<th>After Coding</th>
<th>Noise Reduction Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>AG</td>
<td>0.0750</td>
<td>0.0127</td>
<td>83%</td>
</tr>
<tr>
<td>SP</td>
<td>0.1920</td>
<td>0.0120</td>
<td>94%</td>
</tr>
<tr>
<td>MU</td>
<td>0.0162</td>
<td>0.0086</td>
<td>47%</td>
</tr>
</tbody>
</table>
in Fig. 26(A). This quantity of information is given for a ring \( R_k \) by:

\[
E(R_k) = - \sum_{c=0}^{c=255} \text{Occ}(R_k = c) \log P(R_k = c), \tag{5.27}
\]

with \( \text{Occ}(R_k = c) \) the occurrence of \( c \) in \( R_k \) and \( P(c) \) is the probability of appearance of the gray value \( c \) within \( R_k \). The entropy values for the whole image [considering \( I \) instead of \( R_k \) in Eq. (5.27)] is presented in Table 5. It can be noticed that the information content value of the original image and the 1-ND image are very close with a difference of 0.5%. The results using rings \( R_k \) are given in Fig. 26(C).
A very large amount of information is conserved after processing, it is mostly located within the 1-ND images.

6. Spatial Orientation and Scene Recognition

6.1. The issue of fast localization tasks

The head-direction (HD) cells found in the brain of freely moving rats have remarkable properties. They signal the instantaneous head direction of the animal in the...
horizontal plane regardless of the location of the animal in the environment. This system has “cognitive” aspects as it can use familiar landmarks to reset or calibrate the internal representation of the direction body of the animal [35]. Even if the actual input-output characteristics of the HD cells are still partially unknown, LGN have been mentioned as one of the most potential input [34]. Neural network
simulations predict that after changes in the visual scene, the firing rates of the newly activated cells reach their maximum at latencies on the order of several hundreds of milliseconds [34]. Whether this activity profile responds to rapid visual reorientation by traveling toward a new preferred direction or by jumping abruptly to it has been unresolved until now [36]. Recent studies about rapid transient response (80 ± 10 msec) for a 90° reorienting signal have supported the abrupt shift model [8]. As early visual areas, LGN seem able to transmit information very quickly to HD cells, forming a rapid localization processing pathway. In this case, LGN must already contain efficient and reliable features allowing HD cells to perform quick reorientation takes.

A simple localization algorithm using the retinal coding and visual LGN representation described above will show that the features provided here are enough to perform these kinds of tasks. The localization algorithm chosen is inspired by computer vision. It does not pretend to be a biological actual model, even though it takes into account some spatial orientation issues specifications and particularly the directional field of view.

6.2. Spatial localization

At this stage, we now consider using the information provided by the presented visual encoding system to perform spatial localization. The aim is to show that the retrieved information is sufficient to feed a localization algorithm. In general, if the correct information is extracted from scenes, then the algorithm does not need to be very complex as the features are discriminant enough.

Consider a sequence of images describing different locations. This sequence has been processed by the two layers of the system. Considering color images, the encoding algorithm has been applied to each color plane. The learning of a particular scene is performed using a 3D color statistical distribution. Starting from Eq. (4.12), each color of the second layer $I_2\gamma$, $\gamma = \{R, G, B\}$ is described as a set of normal distributions. For each RGB component:

$$I_2\gamma = \sum_{n=1}^{N_{bg}} m_{2\gamma,n} N_{(\mu_{2\gamma,n}, \sigma_{2\gamma,n})}(x), \quad \gamma = \{R, G, B\}, \quad \text{with} \quad (6.28)$$

$$I_2 = (I_{2R}, I_{2G}, I_{2B}). \quad (6.29)$$

Let $S$ be the volume of coordinates $(i, j, k)$ representing the three levels of color RGB contained in the image areas expressed by more than two ND, (i.e., nonuniform areas). As shown in Fig. 27, the three color planes of an acquired color scene image 27(A) are encoded and given in Fig. 27(B). Each point of the 3-plane contains at most 4-ND and at least 2-ND. Information extraction is encoded by the three gray-level values, one for each RGB color component and for each weighted ND of the area. The color signature $S(i, j, k)$ is then constructed [Fig. 27(C)] as a volume:

$$S(i, j, k) = \text{card}((l, c) \in \mathbb{R}^2, I_{2R}(l, c) = i, I_{2G}(l, c) = j, I_{2B}(l, c) = k) \quad (6.30)$$
where \((l, c)\) are the coordinates in the image space, and:

\[
0 \leq i, j, k \leq 255.
\]

(6.31)

This construction is applied to all images, providing a global signature presented in Fig. 28. It is then possible to project this volume on the three bi-color planes, introducing a new characterization of the spatial location. The signature of a particular scene \(O\) is noted \(S_O\), and the three signature projections on the 3-color planes R-G, G-B, and B-R are denoted, respectively, by \(P_{(1,O)}\), \(P_{(2,O)}\), \(P_{(3,O)}\).

6.3. **Scene recognition using color-plane residual error**

It is possible to estimate the efficiency of the extracted features using a simple process. As previously shown in Fig. 28, it is possible to characterize a scene or an object by their two-color planes, as these planes are the statistical distribution of pixels within the color space RGB. Two locations \(L_m\) and \(L_n\) can then be compared based
on from the respective 3-plane projections thanks to the residual error $\Delta(L_m, L_n)$ defined as:

$$\Delta(L_m, L_n) = \sum_{\gamma=1}^{3} \left( \sum_{i} \sum_{j} |P_{(\gamma,L_m)}(i,j) - P_{(\gamma,L_n)}(i,j)| \right).$$  \hspace{1cm} (6.32)

where $P_{(\gamma,L_m)}(i,j), \gamma \in [1, 3]$ is the value of the color plane RGB of the object $L_m$ on the coordinates $(i,j)$.

### 6.4. Results for real sequences

An eye-viewpoint sequence of a man walking through corridors, gallery, stairs, along a trajectory is shown in Fig. 29. $N$ different locations characterize this sequence (here, $N = 16$), a location is defined using three successive images every fifteen images. A scene recognition using color-plane residual error is tested on this sequence with 76 randomly chosen images. Let $F_k$ be the frame $k$ of this sequence, $k$ is randomly chosen, and $L_i, i \in [1 \leq i \leq N]$ the $N$ learned locations. Ground truth assumes that,

$$F_k \in [L_n, L_{n+1}].$$ \hspace{1cm} (6.33)

Let $L_n$ be called the lower bound and $L_{n+1}$ the higher bound. Let $R_1$ be the first responding reference, that is to say, the location whose residual error to $F_k$ is the lowest. In mathematical terms:

$$R_1 = \{L_p, \Delta(F_k, L_p) = \min(\Delta(F_k, L_i), 1 \leq i \leq N)\}.$$ \hspace{1cm} (6.34)

In the same way, $R_2$ is the second responding reference. There is in fact four cases of recognized objects:

1. The first responding reference is $L_n$ and the second is $L_{n+1}$: $(R_1 = L_n) \cap (R_2 = L_{n+1})$.
2. The first responding reference is $L_n$ and the second is not $L_{n+1}$: $(R_1 = L_n) \cap (R_2 \neq L_{n+1})$.

Fig. 29. Validation sequence, each image shown here is a reference learned locations.
Table 6. Scene recognizing results for a real indoor/outdoor sequence.

<table>
<thead>
<tr>
<th>Errors</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
<th>Total</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>12/76</td>
<td>12</td>
<td>36</td>
<td>10</td>
<td>6</td>
<td>64/76</td>
<td>84%</td>
</tr>
</tbody>
</table>

3. The first responding reference is \( L_{n+1} \) and the second is \( L_n \): \( (R_1 = L_{n+1}) \cap (R_2 = L_n) \).

4. The first responding reference is \( L_{n+1} \) and the second is not \( L_n \): \( (R_1 = L_{n+1}) \cap (R_2 \neq L_n) \).

It can be noticed that in this kind of sequence, due to the directional field of view, a well classified scene is not necessarily represented by its \( R_1 \) response as the camera might be spatially close to \( R_1 \) but facing \( R_2 \). In this case \( R_2 \) is visually the best response and the correct answer.

The results for the sequence are shown in Table 6. It can be noticed in Fig. 29 that some learned locations are very similar (outdoor course or stairs, white uniform walls). It is then an expected result to find some aliasing between certain very similar locations. This effect can be easily removed by adding memory for locations by storing previous recognized locations that will inevitably remove outliers. Log polar transform is usually very sensitive to translations, in the present experiment the combined use of 2-ND images and statistical information introduced robustness even in case of large motions. This can be explained by the fact that 2-ND images being very close to saliency maps, image statistical information extracted around interest areas tend to remain stable even in case of large translations around known locations (approximatively two meters). It is also interesting to point out that the experiment relied on color images in order to increase the statistical information to be extracted from scenes, gray level images would provide closer results depending of course on the complexity of observed locations.

7. Conclusions, Perspectives, and Future Work

This paper presented a biologically-inspired implementation of the retina preprocessing and the LGN neural coding applied to the case of spatial recognition. A functional model has been mathematically obtained validating theoretical results confirmed by experiments. It is interesting to notice that the system provides image encoding giving implicitly valuable features that were used in the present case for localization tasks. These features are reliable as proved by the localization tests, due to the robustness of the method to different kinds of noise. It is interesting to notice that the retinal coding and the LGN retinotopic characterization of images in this case produce in an automatic way features that are enough for a fast localization. Also, they are suitable for a wide variety of applications because beside interesting features (edges and textures), the original image is still present in the first most weighted gaussians which corresponds to M1 or M2 depending on the eye.
Further application using this encoding schemes are being investigated. At the moment, the method is used to segment objects, and preliminary results show that it provides a quick and efficient segmentation of objects even in the presence of complex backgrounds. It may be interesting to inquire about the possibility of integrating feedback loops into the system. This will allow the system to emphasize the wanted features that may be urgently needed to perform a given task.
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