Learning of social signatures through imitation game between a robot and a human partner
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Abstract—In this paper, a robot learns different postures by imitating several partners. We assessed the effect of the type of partners, i.e., adults, typically developing (TD) children and children with autism spectrum disorder (ASD), on robot learning during an imitation game. The experimental protocol was divided into two phases: (1) a learning phase, during which the robot produced a random posture and the partner imitated the robot; and (2) a phase in which the roles were reversed and the robot had to imitate the posture of the human partner. Robot learning was based on a sensory-motor architecture whereby neural networks (N.N.) enabled the robot to associate what it did with what it saw. Several metrics (i.e., annotation, the number of neurons needed to learn, and normalized mutual information) were used to show that the partners affected robot learning. The first result obtained was that learning was easier with adults than with both groups of children, indicating a developmental effect. Second, learning was more complex with children with ASD compared to both adults and TD children. Third, learning with the more complex partner first (i.e., children with ASD) enabled learning to be more easily generalized.

I. INTRODUCTION

The parent-infant interaction is a highly dynamic face-to-face interaction that requires the continuous mutual adaptation of behaviors [20], [47], [54]. Imitation is a specific dyadic behavior that plays an important role in infant development [17], [44], [45], [81] and core deficit in autism spectrum disorder (ASD) [23]. Imitation is a central issue in many disciplines, such as psychology, neurobiology and robotics. Several definitions of imitation have been proposed in the literature; however, no definition has been universally accepted [6], [63], [80], [82], [84]. In this study, we define imitation as the process by which a learner learns behavioral characteristics from a teacher (i.e., an interactive partner or model). We focus on learning new behaviors through an imitation game between a human and a robot (Fig. 1) with the specific aim of investigating the impact of the participant on robot learning.

Cognitive developmental robotics attempts to link developmental psychology with robotics. In this field, a new understanding of how higher human cognitive functions develop is sought using a synthetic approach [4]. The study of cognitive development can motivate the construction of autonomous robots. Robots can also be used as a tool to investigate cognitive models [51]. We believe that robotic behavior for rich interactions must be investigated from a developmental perspective to avoid the symbol grounding problem [40] (i.e., a human expert must provide knowledge to the system). In this study, we focus on learning new behaviors through the imitation interaction between a human and a robot (Fig. 1) with the specific aim of investigating the impact of the participant on robot learning.

Fig. 1. Example of a typical human / robot interaction game (here, the human imitates the robot)

Several considerations motivated our experimental design. First, we chose three different interactive partners to maximize the complexity of interactive behavior: children with ASD, TD children, and healthy adults. Indeed, several studies from developmental psychology have shown that mental disorders in the mother (or the infant) can negatively affect the quality of the infant-mother interaction [55], [56], [73]. Second, in the context of learning, imitation reduces the search space of the learner and facilitates the participant-infant (or teacher-learner) interaction. Thus, in the field of robotics, imitation is often considered to be a powerful behavior that corresponds to the ability to learn by observation [14], [24], [25], [49], [76]. For example, a robot can combine known actions to reproduce a behavior that a participant performs. This concept of learning by observation is very close to “deferred imitation”, which has been extensively described in developmental psychology [63], i.e., the ability of a child to reproduce an observed task but in a different context (e.g., spatial or temporal). Third, we chose a
common “naive” system to learn imitating another person’s posture during a natural interaction to study how learning “develops” by defining metrics that exhibit the influence of participants on robot learning. In this paper, we call Social Signature the pattern of interaction between a partner and the robot during the imitation task. The social signatures can be behavioral characteristics such as gestures, actions, sounds and/or words useful for communicating with the social environment. We show that robust and distinctive Social Signatures are captured during experiments with children with ASD, TD children, and healthy adults. These metrics characterized the quality of the imitation based on visual features and reflected how the robot learned to recognize the postures of different participants (i.e., an adult, a TD child or a child with ASD). The naive system can be summarized as follows. Learning was performed without an explicit teaching signal that associated a specific posture with the robot’s internal motor state. During the learning phase, the robot produced a random posture, and the participant imitated the robot: the robot associated what it did with what it saw via a sensory-motor architecture based on a neural network (N.N.). After this first phase, the roles were reversed, and the robot imitated the posture of the participant.

II. RELATED WORK

A. What is imitation?

Imitation is a central issue in many disciplines such as psychology, neurobiology and robotics. Several definitions of imitation exist. However, no definition is universally agreed upon: (1) Thorndike [80] offered a definition based on visual aspects: “learning to do an action by watching someone doing it”. The visual aspect is highlighted in this definition. However, a full definition of imitation must consider multi-sensory aspects. (2) Wallon [82] defined imitation as a learning technique without reward (without reinforcement). (3) Whiten [84] defined imitation as the process by which the imitator learns some behavioral characteristics of the model. (4) Baldwin [6] proposed one of the first theories linking Darwinian evolution and imitation. If we consider imitation to be a mechanism of individual adaptation, it can allow individuals to improve some abilities that are not efficient enough at birth to ensure survival. In order to arrive at a reliable definition of imitation, we should answer the following questions: imitate what, when, how and why. Imitate what? This question is probably the most important. Is imitation defined only by the reproduction of new actions by the imitator? Must we distinguish the new actions and the familiar actions? Moreover, actions or gestures can be imitated but different capabilities are required. Gestures involve only the body whereas actions involve both the body and the environment (e.g. object). Also, we can only imitate actions which are in our motor stock [15]. Why imitate? When a child is learning some social behaviors by imitating a social partner, this allows associating what he sees with what he does. Moreover, imitation can be seen as a way to communicate [57]. It establishes a social link and allows communicating before language acquisition. The aim is to interact with the partner. How to imitate? The quality of imitation must also be considered to define the imitation: correct or approximate, complete or incomplete, with or without corrections. This can inform us about the sensori-motor aspects. In addition, the correspondence problem must be addressed [59]. For example, an observer must identify a mapping between the demonstrator and the imitator in order to judge if the behavior is correctly imitated. However, this correspondence is easier if the demonstrator and the imitator have similar bodies. When to imitate? We must distinguish three time scales: immediate, shifted and differed. This involves several levels of memory and has different social consequences.

B. Robot imitation skills

Beginning with Kuniyoshi’s studies [5], [49], learning by observation has been shown to proceed in three phases: (1) observation, which is watching an action performed by a human, e.g., a human grasps an object and then moves it to another position; (2) understanding, which involves the construction and memorization of an internal representation of the observed task; and (3) reproduction of the observed task. This approach has been used in several studies in different contexts, such as household environments [30], labyrinth [41] and learning sequences [7], [8]. In other studies, imitation has been used to reproduce an observed gesture (i.e., a low-level gesture).

Several research questions arise are focused on movement recognition (can the robot identify the human arm and characterize the human arm trajectory?), the form of the gesture (what should the robot imitate?), and the perspective being considered. A solution to the the last issue might be to perform the gestures directly with a robotic forelimb, e.g., using a remote control [16] to manipulate the hand [14] or by fitting a robot model with sensors [1], [52] or an exoskeleton [43].

Imitation that involves interaction with the environment is more complex. The difficulty is in determining the relationships among the hands, arms and different objects. However, humans can aid the robot by specifying the relationships among the objects. The robot can also be endowed with primitive movements such as grasping an object. These primitive movements provide a vocabulary of actions for the robot, which the robot must then learn to combine to perform complex tasks [60], [61]. However, an important limitation is that the robot can only learn to perform tasks that require this primitive repertoire. Consequently, robotic systems with these designs have developed the following capabilities: (1) learning primitive movements such as grasping an object [16] or putting it in a box [42] and (2) performing gestures by adapting to the environment [16], [39], [77].

In other studies, a sensory motor architecture based on neural network has been designed to exhibit learning and communication capabilities via imitation [3], [2], [24]. An artificial system does not need to incorporate an internal model to perform real-time and low-level imitations of human movements, despite the related correspondence problem between humans and robots. These sensory motor architectures and this paradigm are useful because robots can learn online and autonomously, thus creating a real interaction between a
human partner and a robot. In this case, the human partner communicates with the robot through imitation. In previous studies, we showed that imitation can be used as a communication tool in online facial expression learning [10], [11] and to bootstrap complex capabilities such as social referencing or joint attention [13], [12]. These experiments showed that a robotic head can autonomously develop facial expression recognition without being given a teaching signal. Our starting point was a computational model that showed that if an infant used sensory motor architecture to recognize a facial expression, its participants needed to imitate the infant’s facial expression to enable online learning [36]. In this present study, we used the same cognitive developmental robotics (CDR) paradigm. The infant-participant interaction is usually considered to be a relevant framework. An infant has a set of expressions that are linked with his/her own internal state, such as crying and a sad face when he/she needs food or a happy face after being fed. Meltzoff [53], showed that infants between 12 and 21 days of age can imitate both facial expressions and gestures. It is challenging to learn to recognize facial expressions without a teaching signal that enables what is perceived by the robot to be associated with its internal state (e.g., associating the vision of a "happy face" with an internal emotional state of happiness [37]). This issue has been investigated in robotic experiments [13]. In this present study, we show that as in the facial expression recognition problem, posture recognition can be autonomously learned using sensory-motor architecture.

C. Robotics and children with autism

As previously mentioned, we investigated the role of a partner on imitation learning using interactive sessions with different groups: adults, typically developing children and children with ASD. Robotics studies have been developed within the context of clinical studies [29], [75] since 2000. Diehl distinguished four different categories of studies [29]. The first category consists of studies on the behavior of individuals with ASD when they interact with robots based on external appearance, i.e., robot-like characteristics, human characteristics or non-robotic objects. For example, in [66], [67], a child with ASD was compared with a child typically developing control over his/her behavioral and physiological responses to a robotic face. Nadal [58], explored the responses of children to emotional expressions produced by a robot or a human actor. Interaction with a robot resulted in an overall increase in performance with age, and human expressions were recognized more easily. Studies [22], [70] have shown that some children with ASD prefer to interact with robots over non-robotic toys or human partners. The following studies [9], [65] found that adults with ASD exhibited a speed advantage when imitating robotic hand movements compared to human hand movements.

In the second category, robots are used to elicit behavior [74], [79]. For example, a robot can give a set of social cues designed to elicit social responses for which the presence, absence, or quality of the response aids diagnostic assessment. Stribling [78] showed that the interaction between a robot and a child could be used to elicit and analyze perseverative speech in an individual with high-functioning ASD. In other studies, the robot motivated desirable or prosocial behavior [21], [32]. In studies such as [34], [71], prosocial behavior, such as joint attention and imitation, was elicited. Ravindra [68] showed that individuals with ASD could follow social referencing behaviors performed by a robot. However, these studies should be considered exploratory because the sample sizes prevent generalization.

In the third category, robots are used to model, teach or practice a skill [21], [74]. The aim is to teach a skill that a child can imitate or learn and eventually transfer to interactions with humans. For example, [31] explored whether a mobile robot toy could facilitate reciprocal social interaction. Fujimoto [35] used techniques for mimicking and evaluating human motions in real time using a therapeutic humanoid robot. These practical experiments were performed to test the interaction of ASD children with robots and to evaluate the improvement in children’s imitation skills.

In the final category, robots are used to provide feedback and encouragement during a skill-learning intervention because individuals with ASD may prefer a robot teacher over a human one [21]. Duquette [31] used a robot behavior as a reward for learning. The robot provided positive reinforcement by raising its arms and saying, ‘Happy’. Moreover, the robot could respond to internal stimuli from the child: for example, a pulse (or respiratory frequency) could be used to indicate the affective state or arousal level of the child to enhance the individualized nature of the treatment [64].

D. Our position

Here, we define imitation as: (1) the process by which a learner learns behavioral characteristics from a teacher (associate what he sees with what he does); (2) the actions imitated belong to the motor stock of the learner agent; (3) the teacher imitates the learner to communicate and establish a social link; (4) the quality of imitation is assessed thanks to metrics based on visual and neuronal features. Note that the correspondence problem is learned by our learner (a robot). During the learning phase, the learner performs postures and the teacher must imitate. The learner learns the correspondence between his own body and the partner’s body. The same sensory-motor architecture has already been used in previous studies.

In the present study, we show the impact of the participants on the robot learning. This allows extracting social signatures, including those of children with ASD, through a human-robot learning paradigm based on imitation. Here, the robot was used as a tool in clinical investigations to better understand the interactions of children with ASD. Moreover, we highlight that as in the facial expression recognition problem, posture recognition can be autonomously learned using a sensory-motor architecture. This result shows the genericity of the model (learning of different tasks).
The protocol was approved by the Pitié-Salpêtrière hospital ethics committee. All the parents received information on the experiment and gave written consent before the participation of their child. Fifteen children participated in the study (Table I). They were followed in the day-care setting for ASD of the Pitié-Salpêtrière hospital. Fifteen typically developing (TD) children were recruited from several schools in the Paris area. The controls met the following inclusion criteria: no verbal communication impairment, no intellectual disability, and no motor, sensory or neurological disorders. The controls were matched to the children with ASD with respect to their developmental ages and genders. For the control group, the developmental and chronological ages were considered to be the same.

Children with ASD were assessed with the Autism Diagnostic Interview-Revised (ADI-R) [50] to assess ASD symptoms, and the Global Assessment Functioning to assess the current severity. The psychiatric assessments and parental interviews were conducted by three child psychiatrist/psychologists who are specialized in autism. The developmental age was assessed using a cognitive assessment. Depending on the childrens abilities and ages, we used either the Wechsler Intelligence scales, the Kaufman-ABC or the Psycho-Educational Profile, third version (PEP-III). Each participant has performed the experiment with the robot only one time.

### A. Participants

<table>
<thead>
<tr>
<th></th>
<th>ASD (N=15)</th>
<th>TD (N=15)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (± SD), year</td>
<td>9.25 (± 1.82)</td>
<td>8.06 (± 2.49)</td>
</tr>
<tr>
<td>Male - Female</td>
<td>13-5</td>
<td>9-6</td>
</tr>
<tr>
<td>ADI-R, current, mean (± SD)</td>
<td>10.77 (± 5.3)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Social impairment score</td>
<td>7.72 (± 4.22)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Verbal communication score</td>
<td>4.3 (± 3.5)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Non verbal communication score</td>
<td>2.5 (± 1.88)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Repetitive interest score</td>
<td>3.3 (± 1.5)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Developmental score</td>
<td>31.1 (± 5.46)</td>
<td></td>
</tr>
<tr>
<td>Total score</td>
<td>19.66 (± 2.49)</td>
<td>2.49 (± 2.49)</td>
</tr>
<tr>
<td>Male - Female</td>
<td>13-5</td>
<td>9-6</td>
</tr>
<tr>
<td>Communication verb score</td>
<td>13.75 (± 5.72)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Communication non-verb score</td>
<td>8.08 (± 4.4)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Repetitive interest score</td>
<td>5.25 (± 3.52)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Developmental score</td>
<td>3.83 (± 1.47)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>Total score</td>
<td>48.25 (± 7.34)</td>
<td></td>
</tr>
<tr>
<td>Developmental age</td>
<td>17.33 (± 8.47)</td>
<td>Not relevant</td>
</tr>
<tr>
<td>IQ*</td>
<td>17.3 (± 14)</td>
<td>All controls &gt; 80</td>
</tr>
<tr>
<td>GAF score</td>
<td>40.27 (± 9.44)</td>
<td>All controls &gt; 90</td>
</tr>
<tr>
<td>Imitation score / therapist**</td>
<td>18.0 (± 3.46)</td>
<td>19.66 (± 1.29)</td>
</tr>
<tr>
<td>Imitation score / Nao**</td>
<td>17.27 (± 5.24)</td>
<td>19.53 (± 1.81)</td>
</tr>
</tbody>
</table>

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Socio-demographic and clinical characteristics of the young participants. ASD = Autism Spectrum Disorder; TD = Typically Developing; SD = Standard Deviation. *Assessed with the Vineland Developmental Score, the PsychoEducational Profile-Revised, the Kaufman Assessment Battery for Children or the Wechsler Intelligence Scale for Children. ** From manual annotation of the video recording of interaction.
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**Fig. 2.** Overview of experimental protocol: 1) imitation game between participant and robot to learn postures; 2) sensory-motor architecture based on a neural network; and 3) metrics to assess the impact of participants and to allow the extraction of social signatures.

### III. Materials’ & Methods’ Overview

#### A. Participants

#### B. Methods

In this study, we adopted a developmental approach whereby a robot learned through interaction with a human partner. Posture recognition was learned autonomously using a sensory motor architecture through an imitation game between the participant and the robot. Fig. 2 shows an overview of the study. Here, we aimed to investigate how a robot could learn to properly imitate a person’s posture during an interaction composed of two phases. During the learning phase, the robot produced a random posture, and the participant imitated the robot; then, the robot associated what it did with what it saw. The developmental model consisted of a sensory motor architecture based on the neural network developed in [11]. This architecture enables learning without explicit teaching signals that associate a specific posture with the robot’s internal motor state. To test our model, the following experimental protocol was adopted. In the first phase of the interaction (the learning phase), the robot produced a random posture (selected from 4 basic postures and a neutral posture; see Fig. 3) for 2 s. The participant was asked to imitate the robot. This first phase lasted between 1 and 2 min, after which the roles were reversed. The robot then had to imitate the posture of the participant, who led the imitation interaction.

During the first phase, the robot learns the task, but also records all the images. Consequently, the database is created to perform offline processing. Each image was annotated with the response of the robot during the online learning. All the images are correctly labeled because the participant mimics the robot’s postures. The participants who interacted with the robot were composed of: 11 adults (corresponding to 2000 images), 15
TD children (corresponding to 3100 images) and 15 children with ASD (corresponding to 3100 images). The scores are processed by checking the correct annotation. By applying, this methodology on the database, the statistics analysis were computed offline.

The final aim of our protocol was to investigate the impact of the participant on robot learning, which is called social signature. That is, we wanted to show that different learning results (e.g., the parameters of the learning model) were obtained when the interactions were performed with a child with ASD, a TD child or an adult. Metrics were specifically developed to evaluate the impact of the participants. The metrics were used to measure this impact and investigate how the robot learned the task from different participants.

IV. NEURAL NETWORK BASED ON A SENSORY-MOTOR ARCHITECTURE

A. Overview

In this section, we describe a sensory-motor architecture that enables the learning, recognition and imitation of postures. Visual processing enables the extraction of local views (Fig. 4); each local view is then learned by the $VF$ (visual features) group, and the MISSP (motor internal state prediction) group learns the association between the visual features and the postures (Fig. 5). This architecture can solve the posture recognition problem if and only if we assume that the robot produces its first posture according to its internal state and that the human partner then imitates the robot’s posture, thereby enabling the robot in return to associate these postures with its internal state.

Traditional HRI architectures assume person localization: posture recognition is then performed on the normalized image. In this case, the quality of the results is highly dependent on the accuracy of the person localization (i.e., the generalization capability of the neural network can be affected). From an autonomous learning perspective, it is important to avoid an ad hoc framing mechanism. Our solution consisted of eliminating the framing step and directly using all the most activated focus points in the image.

B. Focus points detection

The visual system was based on the sequential exploration of the image focus points. A gradient extraction was performed on the input image. A Difference Of Gaussian (DOG) convolution provided the focus points. Finally, the local views were extracted from around each focus point (Fig. 4). However, there was no constraint on how the local views were selected (i.e., no framing mechanism). This procedure can result in many distractors, such as objects in the background, as well as irrelevant parts of the human body.

C. Visual features

Fig. 5 shows the sensory-motor architecture that enabled the learning, recognition and imitation of postures. The extracted local view around each focus point was learned and recognized by a group of neurons $VF$ (visual features) using a k-means variant that enabled online learning and real-time functions [46] called SAW (Self Adaptive Winner takes all)

$$VF_j = net_j . H_{\max(\gamma,net+\sigma_{net})}(net_j)$$  \hspace{1cm} (1)

$$net_j = 1 - \frac{1}{N} \sum_{i=1}^{N} |W_{ij} - I_i|$$  \hspace{1cm} (2)

$VF_j$ is the activity of neuron $j$ in the group $VF$. $H_\theta(x)$ is the Heaviside function\(^1\). Here, $\gamma$ is a vigilance parameter (the threshold of recognition). When the prototype recognition is below $\gamma$, then a new neuron is recruited (incremental learning). $\overline{net}$ is the average of the output, and $\sigma_{net}$ is the standard deviation. This model enables the recruitment to adapt to the dynamics of the input and to reduce the importance of the choice of $\gamma$. Thus, $\gamma$ can be set to a low value to maintain a minimum recruitment rate. The learning rule allows both one-shot learning and long-term averaging. The modification of the weights ($W_{ij}$) is computed as follows:

$$\Delta W_{ij} = \delta_j^k (a_j(t)I_i + \varepsilon(I_i - W_{ij})(1 - VF_j))$$  \hspace{1cm} (3)

with $k = ArgMax(a_j)$, $a_j(t) = 1$ only when a new neuron is recruited; otherwise, $a_j(t) = 0$. Here, $\delta_j^k$ is the Kronecker symbol\(^2\), where $\varepsilon$ is the adaptation rate for performing long-term averaging of the stored prototypes. When a new neuron is

\(^1\)Heaviside function:

$$H_\theta(x) = \begin{cases} 1 & \text{if } \theta < x \\ 0 & \text{otherwise} \end{cases}$$

\(^2\)Kronecker function:

$$\delta_j^k = \begin{cases} 1 & \text{if } j = k \\ 0 & \text{otherwise} \end{cases}$$
recruited, the weights are modified to match the input (the term $a_j(t)I_i$). The other part of the learning rule, $\varepsilon(I_i - W_{ij})(1 - V F_j)$, averages the already learned prototypes (if the neuron was previously recruited). The closer the inputs are to the weights, the less the weights are modified. Conversely, the further the inputs are from the weights, the more the weights are averaged. The quality of the results depends on the $\varepsilon$ value. If $\varepsilon$ is chosen to be too small, it only has a small impact. Conversely, if $\varepsilon$ is too large, the previously learned prototypes can be unlearned. This learning rule enables the neurons in the $VF$ group to learn to average the prototypes of postural features (such as an arm).

**D. Classification**

![Global architecture for the recognition and imitation of postures](image)

Distractors can be learned by $VF$. The figure/ground discrimination can be learned because the local views in the background are not statistically correlated with a given posture. In this interaction, distractors are present for all the postures, and their correlation with an internal motor state tends to zero. Only the local views for the person (Fig. 5) that are correlated with a given robot posture are reinforced. The Widrow and Hoff rule (which is derived from a least mean square (LMS) optimization) can be used to learn the image correctly if sufficient focus points can be found on the person during the period over which one image is explored (Fig. 4). In our network, internal state prediction $ISP$ associates the activity of the visual features $VF$ with the current motor internal state $MISP$ of the robot (a simple conditioning mechanism which uses the least mean square (LMS) rule [85]). The modification of the weights ($w_{ij}$) is computed as follows:

$$\Delta w_{ij} = \varepsilon.V F_i.(M I S_j - M I S P_j) \quad (4)$$

The short term memory ($STM$) is used to sum and filter over a short period ($N$ iterations), and the motor states $MISP_i(t)$ associated with each explored local view are given as follows:

$$STM_i(t + 1) = \frac{1}{N}MISP_i(t + 1) + \frac{N - 1}{N}STM_i(t) \quad (5)$$

Here, $i$ is the index of the neurons: for example, $MISP_i$ corresponds to the $i^{th}$ motor state ($0 < i \leq 5$).

A limited amount of time is arbitrarily fixed for the visual exploration of one image to obtain a global frequency of approximately 10 Hz (i.e., 100 ms per image). The system can analyze up to 10 local views for each image (the system usually succeeds in taking 3 to 4 relevant points for a person). This small number of views is sufficient to learn the different postures and enable real-time interactions.

The robot posture is controlled via the $MP$ group. The highest activity of the $MP$ triggers the $i^{th}$ posture because of a WTA. To increase the robustness of the system, $MP$ also uses short-term memory (thereby attributing more importance to the present than to the past) with $\beta = 1$ and $\alpha < 1$ ($\alpha = 0.8$):

$$MP_i(t + 1) = \beta.STM_i(t + 1) + \alpha.MP_i(t) \quad (6)$$

However, online learning can involve specific problems. For example, human reaction time to robot postures is not immediate. This time lag can greatly disturb the learning process. If the first images that the robot learns are associated with the human’s previous posture, the previous posture is unlearned. A given posture must be presented for a sufficiently long time that the first images have expired. Moreover, this procedure ensures high performance when the correct action is selected more than 50% of the time during the chosen time window. This feature is important for online interactions and can reduce the constraints on the intrinsic recognition quality if the frame rate is sufficiently high.

**E. Metrics**

For the current analyses, we used four different metrics to assess the impact of different participant groups. The metrics characterized the quality of the imitation and compared the performances of the different groups to extract social signatures. Each participant group was distinguished by its social signature. The metrics emerged from the sensory-motor architecture and were based on visual features, neural networks and clustering, showing that a robot learned and recognized the postures differently for different participant groups.

First, we assessed the behavioral performances by manual annotation and studying the robot success rate for each posture for the different participants during the interaction. For both the children with ASD and the controls, a child-therapist interactive play session was also conducted incorporating an imitation task to assess the ability of each child to interact using imitation. The task was similar to that implemented for the Nao interaction. The task also included 5 postures that the therapist randomly chose for the child to imitate. The child-therapist interactive play session always occurred before the experiment with Nao so that the child received some prior training. All the sessions were video-recorded to annotate imitation using the ANVIL system. Each imitation event was rated a 2 (success), a 1 (intermediate) or a 0 (failure). A total score was produced by simple addition (where the maximum score=10x2=20). An inter-rater reliability study was conducted on a subsample using 10 videos and 3 raters. The kappa value was 0.95, showing perfect agreement between raters.

Second, a metric emerged from the group of neurons $VF$ that recruited new neurons according to the complexity of
the visual input. Here, the visual input corresponded to the participant posture. The VF group learned the local views around each focus point. A vigilance mechanism (i.e., \( \gamma \), the threshold of recognition) was used to recruit a new neuron when the local view had never been learned. More specifically, a new neuron was recruited if the prototype recognition was below \( \gamma \). Consequently, this metric was a robust means of evaluating the complexity of the visual input. In our protocol, if a VF recruited many neurons, the visual input of the robot was too complex to analyze. This second metric was the number of neurons needed to learn.

Third, another metric was provided by the clustering of the VF group of neurons. The VF was composed of \( n \) patterns in \( k_n \) clusters. The entropy of this clustering can be expressed as follows:

\[
H(VF) = -\sum_{i=1}^{k_n} \frac{n_i}{n} \log \left( \frac{n_i}{n} \right)
\]

where \( n_i \) represents the number of patterns in cluster \( C_i \in VF \).

Here, the normalized mutual information \( NMI(VF^a, VF^b) \) was used to measure the similarity between the two partitions \( VF^a \) and \( VF^b \):

\[
NMI(VF^a, VF^b) = \frac{-2\sum_{i=1}^{k_n}\sum_{j=1}^{k_n} n_{ij} \log \left( \frac{n_{ij}}{n_i n_j} \right)}{\sum_{i=1}^{k_n} n_i \log \left( \frac{n_i}{n} \right) + \sum_{j=1}^{k_n} n_j \log \left( \frac{n_j}{n} \right)}
\]

Note that \( 0 \leq NMI(VF^a, VF^b) \leq 1 \).

The number of shared patterns between the clusters \( C_i \in VF^a \) and \( C_j \in VF^b \) is denoted by \( n_{ij} \). Two clusters (or partitions) were compared using \( NMI \); for example, one partition corresponded to TD children, and the other partition corresponded to children with ASD. In this case, the \( NMI \) measured the similarity between the two groups of children.

Finally, the success rate for each of the postures was used as a metric to compare the different groups. During the learning phase, the participants imitated the robot. During this period, the robot analysed the images, learned the task and recorded all the images (the database is created to perform offline processing). Each image was annotated with the response of the robot during the online learning. The statistical analyses are performed offline where the correct correspondence was verified.

V. RESULTS

A. Behavioral performances

The characteristics of the young participants are given in Table I. Matching for developmental age and sex was adequate. The performance scores from the manual annotation showed that the children from the two groups performed the imitation task well whether the task was conducted with a human partner (i.e., the therapist) or Nao (i.e., all the scores were close to the maximum performance value of 20). However, the children with ASD performed significantly lower than the TD children whether they interacted with the therapist (mean difference=1.7, \( p=0.027 \)) or with Nao (mean difference=2.2, \( p=0.048 \)). The robot learning performance, as assessed by the sensory motor architecture, is described below.

After learning, the associations between the visual features VF and the motor internal state prediction MISP are strong enough to bypass the low-level reflex activity that comes from the motor internal state MIS. In this case, posture recognition results from the temporal integration of the MISP associated with the different visual features analyzed by the system. Features have a postural value if they are correlated with the robot posture, i.e., the posture features of the human. Fig. 6 shows the temporal activity of the neurons and the posture recognition during a natural interaction: the participant performed the postures, and the robot then imitated the recognized posture. Fig. 7 shows that the interaction between the robot and the human over a period of 2 min was sufficient for the robot to learn the posture through the imitation game between the human and robot. The results show the success rate for each posture depending on the different participants that interacted with the robot: 11 adults, 15 TD children and 15 children with ASD (three cases were not available for off-line analysis because of technical difficulties during the video registration). Overall, the success rates show the impact of the participant on robot learning. The success rate was 84% when the robot interacted with adults, 69% when the robot interacted with the TD children and 61% when the robot interacted with the children with ASD. The results show that the incremental learning was robust even when the number of participants increased and that the postural positions differed from one person to the next. Performance recognition was also better with adults (\( p < 0.05 \)). Moreover, the measures of 'success' rate show that some postures are not well recognized: the posture (4) is the more complex to recognize while the posture (1) is more easily recognized. However, the aim was not to focus on the performance of the system, per se, but to show...
the effect of the human partner on the robot learning. In other words, we compared the success rates of each partner group to analyze and understand their impact on the robot learning.

**B. Learning according to the number of recruited neurons in adults, TD children and children with ASD**

![Graph showing the number of neurons needed to learn with different participants](image)

As explained above, we used a new metric to assess the impact of participants on robot learning. Fig. 8 shows the number of neurons needed to learn with different participants. To compare the three groups composed of adults, TD children and children with ASD, we used the Chow test [18] and a significance threshold of $p < 0.05$. The results show that the $V F$ group recruited more neurons when the robot interacted with children with ASD than when the robot interacted with adults or a TD child ($p < 0.05$). Consequently, the robot appeared to recognize the postures of adults and TD children more easily than those of children with ASD.

This result can be attributed to the higher complexity of the visual input (i.e., the participant posture) when children with ASD imitated the robot. Despite successful performance during the imitation task, as given by the annotation score, more variability was observed in the postures of the children with ASD. Fig. 7-8 confirm the impact of the participants on the robot learning and show the different developmental trajectories of the robot. The number of neurons required by the robot and the postures recognition varied with the characteristics of the participants. Consequently, the robot saw features that the therapist did not see. All these results show that the robot precisely analyzed the human’s postures unlike the therapist annotating the video recording (subjective criterion, annotation time). The robot had difficulties to learn from a demonstrator who has more movement variability. However, the result is interesting because the robot discovers this complexity without the intervention of the human engineer. This property emerges from the sensory-motor architecture based on neural network, through which the robot can provide a sophisticated metric.

Finally, we also assessed learning using normalized mutual information for paired participants. Table II shows the normalized mutual information used to measure the agreement between two clusters belonging to two groups. The NMI measured the similarity between the two groups. The $NMI_{TD, Adult}$ between the TD children and the adults was 0.57. The $NMI_{ASD, Adult}$ between the children with ASD and the adults was 0.6. The $NMI_{TD, ASD}$ between the TD children and the children with ASD was 0.62. The results reinforce previous results (Fig. 7), enabling us to draw the following conclusions: (1) age affects learning because the NMI for both groups of children differed substantially from that for the adult group, though the same number of neurons were needed to learn with the TD children as for the adults; and (2) a pathological effect also contributes to learning because the NMI between the TD children and the children with ASD was far from 1.

**Table II**

<table>
<thead>
<tr>
<th></th>
<th>TD/ASD</th>
<th>TD/adult</th>
<th>ASD/adult</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMI</td>
<td>0.622</td>
<td>0.570</td>
<td>0.603</td>
</tr>
</tbody>
</table>

**C. Does first partnership (ASD vs. TD) during the learning phase influence robot learning?**

Two cases were tested to assess this issue. In the first case, the robot interacted and learned first with the TD children, followed by interacting and learning with the children with ASD. In the second case, the robot interacted and learned first with the children with ASD, followed by interacting and...
In summary, to answer the original question, it appears that (1) robot learning depended on the first partnership (ASD vs. TD) and the intermediate steps required for learning, instead of the similar number of neurons recruited at the end of the two conditions (Fig. 9); and (2) better postures recognition was obtained when the system was first exposed to the most complex behavior (i.e., corresponding to the children with ASD $p < 0.05$).

D. Does learning with more groups of partners (2 in this experiment) during the learning phase affect posture recognition performance?

Given the influence of participants on learning, we investigated whether increasing the number of participants during the learning phase (in our case, two different groups of participants) affected posture recognition performance. During the learning phase, two groups of participants imitated the robot, and another group performed postures in front of the robot during the validation phase. The results are summarized in Fig. 11 and Fig. 12. The results show that the robot recognized the postures performed by a new participant. The neural network could generalize to participants who were not present during the learning phase. Thus, the robot could generalize posture recognition, even when learning was different in terms of the participants interacting with the robot. Several cross experiments were performed to investigate this impact under various conditions.

Fig. 11 shows the success rate for each posture, which was tested for two cases: learning was performed with both the adults and the TD children, and the validation was performed with the children with ASD. In the second case, learning was performed with both the adults and the children with ASD, and the validation was performed with the TD children. The results for both cases show that the robot’s success rate improved when it learned with the adults and the group of children with ASD (i.e., the posture recognition performance improved $p < 0.05$). Fig. 12 also shows the effect of participant age on the success rate. The learning phase was conducted for two cases. In the first case, the robot learned by interacting with all the children (i.e., the children with ASD and the TD children), and the validation was performed with the adults. In the second case, the robot learned by interacting with the adults, and the validation was performed by interacting with the TD children and the children with ASD. The robot’s success rate improved when it learned by interacting with all the children, and the generalization occurred via interaction with the adults ($p < 0.05$). Moreover, when the robot learned by interacting with the adults, and the robot had to reproduce the postures either with the children with ASD or the TD children, the success rate showed that it was easier to recognize the postures of the TD children than those of the children with ASD.

VI. DISCUSSION & CONCLUSION

In this paper, we investigated posture learning through imitation between a human and a robot. Our specific aim was to assess the influence of participants on robot learning. First, the results showed that the robot could learn a task autonomously
results using the same architecture to learn other tasks such as facial expression recognition [11] or joint attention [12]. We emphasize that, during early development, imitation is an important element of learning a task and communicating with a partner (see below).

Second, the results showed the impact of a participant on both robot recognition and learning. The robot recognized and learned the postures of adults more easily than those of TD children or children with ASD. Table I shows the sociodemographic and clinical characteristics of the young participants. A therapist manually annotated the video recording of the interaction. High imitation scores for both groups of children were obtained for their interaction with the robot. In parallel, Fig. 7 also shows the success rate of the robot (i.e., for posture recognition), for which the postures of the adults were better known than those of the children, as previously mentioned. All these results show that the robot precisely analyzed the visual scene (i.e., a participant performing the posture in front of the robot) unlike the therapist annotating the video recording. From the therapist’s perspective, the behavior of children with ASD was similar to that of TD children; however, the behaviors of the two groups of children were different for the robot (see Fig. 7 for the success rate, and Fig. 8 for the number of neurons needed to learn). Fig. 8 shows the number of neurons needed to learn for the different groups of participants. The results show that more neurons were recruited when the robot interacted with children with ASD than when the robot interacted with TD children. This result may be explained by the higher variability in the postures of the children with ASD than in those of the TD children. Here, the complexity was assessed in terms of the number of neurons needed to learn. Learning this task has a “neural cost” or a “cognitive cost” for the robot, i.e., the robot needs more or less neurons. It is important not to misinterpret the similarity in the imitation abilities of the children described by the therapist, which is a reflection of the time scales involved. The current robot visual scene analysis examined movement at the level of the video frame (15 images per second). None of the children with ASD exhibited behavioral motor dysfunction; thus, for the therapist, the children with ASD performed as well as the TD children did. However, the robot was able to detect subtle instabilities, i.e., in the spatial and temporal micro-stability and in learning.

Third, some results show that the first partnership, i.e., the children with ASD or the TD children, during the learning phase affected robot learning. Robot learning depended on the first group of participants because the intermediate steps in learning the task were different, and recognition was enhanced when the robot learned by interacting with the partner that exhibited the most complex behavior (i.e., the children with ASD). However, the robot had difficulties in generalizing to “unknown” participants. This result may be explained by the robot extracting some type of social signature. For example (see Fig. 10), the robot learned visual cues when it interacted with children with ASD that were generalized to TD children. However, the reverse situation was more difficult. In this study, metrics were used to evaluate the behavior of different participants interacting with the robot. The metrics were used by interacting with groups of participants (adults, TD children and children with ASD). The robot was able to learn, recognize and imitate many specific postures autonomously through an imitation game (i.e., one person copies another person). A period of 2 min was sufficient for the robot to learn the postures, and Fig. 7 shows the success rate for each posture for different participant groups interacting with the robot. Our approach enabled autonomous learning through interaction when a robot performed a gesture that is then imitated by a human partner. A sensory-motor architecture based on neural network enabled the task by associating what the robot did with what it saw. This new experiment confirmed previous
to assess the quality and complexity of the interaction to evaluate how the robot reacted to different groups of participants. The results showed that robot learning depended on the participants. The robot extracted social signatures for each participant group via the sensory-motor architecture.

The current study has several implications for developmental robotics. A sensory-motor architecture based on a neural network adapts to the environment (or participants) via the learning mechanism experienced during imitation and the statistical meaning of co-occurrences (i.e., the robot associates what it sees with what it does). Several parallels can be drawn between recent studies in developmental psychology and the neurosciences. First, the importance of using statistical properties from the early environment was shown for human language development in the late 1990s in the seminal works of Saffran and Kuhl [48], [72]. Second, a key advantage of humans compared to other primates from an evolutionary perspective is that human cumulative culture is based on learning that requires a set of critical psychological processes, including teaching by verbal instruction, imitation and prosocial tendencies that are present in humans but are absent or impoverished in primates [26]. The setting and architecture in this study used imitation via an interactive game to produce changes in neural networks and learning. Third, learning is based on plastic changes in neural assemblies, as reflected by the modulation of brain responses during tasks and during development, which has led to the cortical recycling hypothesis [27]. Plasticity and neural commitment to specific tasks can even occur prenatally. In our study, it is important to note that this architecture, made of computational neural networks, has “similar” properties to those of real neurons during learning. For example, in child psychology, auditory learning implicates the formation and strengthening of neural long-term memory traces, which improve discrimination skills, particularly those required for forming the prerequisites for speech perception and understanding. Behavioral observations show that newborns react differently to unfamiliar sounds versus familiar sounds that they were exposed to as fetuses [62]. Our results, specifically the metrics we developed, show the plasticity of the sensory-motor architecture. The steps involved in learning a task differed from one group of participant to another. The robot adapted to participants to learn postures and converge toward a solution (Fig. 10).

Our robotics results may be controversial in the field of children with ASD. Recent literature has shown that robots produce a high degree of motivation and engagement in children with learning disabilities, especially autistic children, including those who are unlikely or unwilling to interact socially with human educators and therapists [74]. Some authors (e.g., [69]) have presented anecdotal results of introducing robots into experiments with ASD individuals. These authors have questioned why the best means of integrating robots into therapy sessions has not been investigated. These authors have consequently remained highly critical toward the results obtained in the field of robotics and ASD. Several open questions must be addressed to improve the research quality of this field: what are the best roles for robots in therapy? how can robots best be integrated into interventions? In this paper, we reversed the paradigm by asking the question of how the robot learning will react to different participants. This paradigm change was based on numerous studies of developmental psychopathologies, which showed that mental disorders in mothers can negatively affect the quality of early interaction with their infants [33], [38] and that early developmental conditions in infants can impact the early interactive behavior of participants [19], [83]. This concept was used in a robotics experiment to evaluate the impact of participants on robot learning. To characterize this impact, we used metrics to evaluate how the robot learned postures recognition for different participant groups. The results confirmed the legitimacy of this concept by showing the impact of different groups of participants (children with ASD, TD children and adults) on robot learning.

In future studies, we want to develop a model to categorize a set of motor commands (i.e., motor commands for different articulations, such as the shoulder, elbow or knee) rather than for a single category per posture. Accordingly, the robot would perform a significant number of rich postures. A postural state could be obtained by categorizing the motor states (after several reproductions of the different gestures). These future models will improve the interactions between a robot and a human. Moreover, to improve the human robot communication, we want to build an architecture that integrates several capabilities (e.g., posture, emotion, and prosody) [28].
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