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Abstract—In this article, we introduce the Daily Home Life Activity (DAHLIA) Dataset, a new dataset adapted to the context of smart-home or video-assistance. Videos were recorded in realistic conditions, with 3 Kinect™ v2 sensors located as they would be in a real context. The very long-range activities were performed in an unconstrained way (participants received few instructions), and in a continuous (untrimmed) sequence, resulting in long videos (39 min in average per subject). Contrary to previously published databases, in which labeled actions are very short and with low-semantic level, this new database focuses on high-level semantic activities such as “Preparing lunch” or “House Working”. As a baseline, we evaluated several metrics on three different algorithms designed for online action recognition or detection.

1. INTRODUCTION

Our work focuses on elderly people activity monitoring and smart home applications and aims to both detect and recognize long daily activities such as “having lunch”. These activities consist in numerous actions, making the recognition task challenging. For instance, the “washing dishes” class contains many iterations of “taking object”, “washing”, “rinsing”, or “put object on drain-rack”. These sub-actions could also be divided in several gestures as “moving hand forward”. The various kitchen configurations, used dishes, persons performing the activities and order in which they perform sub-actions, lead to a very high intra-class variability.

First, we outline three different semantic levels in behaviour analysis:

A gesture is a small motion with a very short temporal duration: “approach the hand to the mouth”, “advance the leg” or “opens a drawer” for instance. It may not have any semantic meaning.

An action is generally composed of several gestures and has an immediate physical effect. The action “drink” for example is composed of the gestures “approach the hand to his mouth” and “move away the hand from his mouth”.

A typical duration for an action would be around 1 s to 10 s.

An activity is a long term behavior as “Having dinner” or “Taking a shower” for instance. It is generally made of several actions (“drinking”, “eating”, “cutting his meat”, “taking the food on his plate”...) themselves composed of several gestures.

Gesture, action or activity recognition domains are currently widely explored. Related works deal with data coming from various sensors as wearable sensors as accelerometers [4], smart watches [2], environmental sensors such as contact sensors (doors, fridge...), proximity sensors to detect people around strategic locations, pressure sensors on the chair to detect sitting people [50], RFID tagged object [34], cameras [50] or Kinect [29].

In smart-home contexts, equipment should be as generic as possible and should be easy to set up. So, fixing sensors on different objects should be avoided as well as wearable sensors and sensors needing complicated calibration. Affordable depth sensors as the Kinect™ suit well for such application since they can be installed as a classical camera would be.

Considering the lack of long range activity dedicated dataset, we captured the Daily Home Life Activity (DAHLIA) Dataset and make it available to the community1. This dataset consist in untrimmed video of high-level activities. Data were recorded with 3 Kinect™ v2 surrounding the scene to deal with environment occlusions and human self-occlusions. We provide four data modalities, namely colour video, depth maps, skeleton body joint locations and body index - a binary mask relative to the detected body.

In this article, we also provide first results on the DAHLIA dataset using three methods namely Deeply Optimized Hough Transform [3], [35], Online Efficient Linear Search (ELS) [16] and Max-Subgraph Search [6].

In the following, related work is presented in Section II, we then introduce the DAHLIA dataset along with its specifications and evaluation protocols in Section III. For future comparison, we present a baseline in Section IV and Section V concludes this paper.

II. RELATED WORK

Action analysis is receiving more and more interest in computer science community. Last years, many works were published, aiming to recognize or detect actions from a video stream. To evaluate such methods, various annotated video datasets have been made available to the community. Each proposed dataset was created within a specific context -i.e. for a specific application- and can be categorized according to the three following types:

a) Action Recognition. or Action Classification: it consists in finding one label for each pre-segmented video.

b) Action Detection: the goal of such algorithms is to locate occurrences of specific actions in a sequence. While the learning step is often done on segmented and annotated sequences, the testing step consists in detecting action occurrences in an untrimmed sequence.

c) **Online Action Recognition**: algorithms have to both locate and identify randomly ordered actions in a continuous video stream. They process directly on flow coming from sensors.

This section presents some of the most common gesture, action or activity analysis datasets.

1) **Action recognition oriented datasets**: In an early stage, proposed datasets were quite simple i.e. with very short video clips, in highly controlled environments and with short and low-diversity gestures [11]. For instance, KTH dataset [28], widely used for action recognition purposes, contains very short black and white videos captured with homogeneous background.

Later, videos were extracted from real streams as television shows, movies or videos from websites [15]. These datasets are more realistic than the previous ones since backgrounds are cluttered and cameras are moving. However, actions occurring in these datasets are still short, and mainly contain only one or a few gestures.

With the emergence of low-cost depth sensors as the Microsoft® Kinect™, several RGB-D datasets have been released. We present some of the most popular ones in the following and suggest interested readers to refer to [49] for a survey.

One of the first published RGB-D action dataset was MSRAction3D [48] which contains 20 actions performed 3 times by 10 subjects. The involved actions are short ones, as "high arm wave", "forward punch", "side kick", "jogging", "tennis serve", etc. The authors provided depth sequences and, later, skeleton data were also published. Wang et al. [37] introduced the MSRActivity dataset, captured with a Kinect™1, and provided RGB images, Depth map and skeleton. The 16 performed actions were daily usage oriented such as "drink", "eat", "read book", "play game", "sit down", etc.

Sung et al. published in [32] a dataset called CAD-60 in which 12 actions were captured within 5 different environments namely bathroom, bedroom, kitchen, living room and office, to diversify background of captured videos.

These datasets only consider one single point of view in each example. In order to increase intra-class variability, but also to benefit from different points of view during testing step, multi-view action recognition datasets were introduced [7, 1, 21, 18, 14]. UWA3D Multiview [23] and NJUST [31] datasets were captured with only one camera and subjects were asked to perform each action several times, under different side views. Yet, most of these sets were captured with two or three Kinect™ sensors simultaneously [18, 14].

ATC4 [7], one of the first multi-view dataset, was collected in 2012. It contains 14 classes corresponding to daily actions such as "Drink", "MakePhoneCall", "ReadBook", "ThrowAway", etc. but also two actions in relation to healthcare applications, namely "Collapse" and "Stumble". Color, depth and skeleton data extracted from 4 Kinect™ sensors are registered.

Berkeley MILAD Dataset [21] was captured with different sensor types: mocap system, 4 stereo vision cameras, 2 Kinect™, 6 accelerometers and 4 microphones, to explore the complementarity of several modalities.

More recently, and to overcome the lack of examples in action recognition dataset, Shahroudy et al. [30] created NTU RGB+D dataset containing 56880 examples, captured with Kinect™v2. This new dataset aims to make easier the use of neural network in action analysis domain.

2) **Detection and Online Recognition oriented datasets**: In assisted living oriented applications, action detection and online recognition are much more realistic than action recognition. Indeed, streams extracted from uncontrolled settings are not segmented and, still, we want algorithms to locate and recognize occurring actions. Following this idea, datasets composed of continuous sequences made of several actions were captured [46, 27].

First, simple actions ("stand up", "sit down", "carry", "wave", "drink", etc.) were performed in an unsegmented stream [12]. In [40], Wei et al. provided a dataset in which subjects perform several actions simultaneously (amongst 12 actions). Furthermore, these actions may interact with each other. In [27], multiple actions can also occur simultaneously and algorithms have to detect actions in both temporal and spatial domains.

Wu et al. published in [42] a relatively large dataset acquired with the Kinect™v2 sensor. Actors were asked to perform several actions in either a kitchen or an office in continuous sequences. Thus, videos are untrimmed and suits well for segmentation algorithms. This dataset was captured at 13 different locations, with only one point of view per example.

Rohrbach et al. presented in [25] and its extension [26] a dataset containing continuous sequences of cooking activities: the MPII Cooking Activities Dataset. It is composed of 65 different activities such as "cut slice", "cut dice", "peel" performed by 12 actors. They increased variability by giving actors verbal instructions to prepare one out of 14 dishes such as "sandwich, salad...". Video duration vary from 3 min to 41 min.

In the DMLSmartActions dataset [1], actors were also asked to perform series of actions without any interruption and with precise instructions. It was recorded using 2 HD cameras and one Kinect™v1 sensor, providing 3 different points of view and depth map of the scene.

These 2 latest datasets are the closest to ours since actors behave in a natural way within a realistic environment.

If many gestures [19], [32], [21] or actions [37], [46], [42] databases exist in the literature, no long-term activity databases has been published to our knowledge. Thus, we introduce here the DAHLIA Dataset.

### III. PROPOSED DATASET

In this section, we present the DAHLIA Dataset which will be made available to the computer science community. We first present the experimental protocol, included modalities, evaluation protocol and finally compare it to currently avail-
able datasets. Then, we introduce some evaluation metrics to evaluate algorithm performances.

A. Experimental protocol

We recorded 51 long sequences performed by 44 different persons during lunch time in a realistic kitchen. Before recording, we gave participants very simple instructions such that they performed the activities in a very natural way. Particularly, after a quick presentation of the kitchen, we asked them to perform 7 daily life activities in various orders (some of them are naturally ordered as, for example, setting the table before eating). The so-obtained dataset has high variety in the way of performing activities.

The 7 proposed high level activities, inspired from smart home applications, are:
1- Cooking: The subject prepare his lunch. This includes taking food, containers, cutting tomatoes and cheese, preparing oil and vinegar dressing.
2- Laying Table: The subject prepare the table for his lunch: the plates, the cutlery, the food, the water, etc.
3- Having Lunch: This activity contains entire lunch time, without specific instruction, the actors is simply asked to enjoy his lunch.
4- Clearing Table: The participant remove items from the table and put them near the sink or back to his original location.
5- Washing Dishes: The subject washes dirty dishes and, potentially, dry them.
6- Working: Participants were asked to answer a test by searching information in documents. The test was regularly changed to add variations.
7- House working: Participants were asked to sweep around the table, to clean the table and to change trash bag if necessary.

In order to be as realistic as possible, participants were invited to perform this experiment at lunch time and to actually have lunch during the data acquisition.

Average time of overall sequences is 39 min ranging from 24 min to 64 min for a total of 33.4 hours. Besides, since some activities as "Having lunch" takes far more time than "Laying table", high duration variability exists between classes. Fig. 1 represents the mean duration of the 8 classes (the seven previously defined classes plus a neutral one, introduced when none of the defined classes is present). Activities "Working" and "Having Lunch" represent 25% of the dataset while the activity "Clearing Table" represents only 5% of the DAHLIA dataset.

Participants were 29 males and 15 females aged from 23 years old to 61 years old, increasing intra-class variability.

B. Environment settings and recording

The dataset was acquired within a fully monitored kitchen, surrounded by 3 synchronized kinect™v2 as shown on Fig. 2. Several occlusions can appear depending on the user location and on the objects present on the table.

We provide four streams with a 15 fps frame rate.

![Fig. 1: Mean duration of the 8 classes (the seven classes previously defined and "neutral" one).](image1)

![Fig. 2: Approximated camera location for DAHLIA Dataset recording.](image2)

**RGB Videos** recorded at high resolution (1920 × 1080 pixels) and compressed with H.264 at 2 Mbits/s bitrate.

**Depth map** with a 512 × 424 resolution. For each pixel, the 16 bits encoded value represent the distance between the sensor and corresponding point. We applied a low pass filter consisting in three median filters (on the x, y and temporal dimension). The filtered value is kept if it differs with the original one for more than d = 10 cm.

**Skeleton data** extracted using the SDK associated to the Kinect™v2 sensor. It consists in the 3D locations of 25 joints of the human body. The sensor returns coordinates of joints in two different spaces (the depth map space and the 3D point space) and tracking state information. This tracking state is 0 if the joint is not tracked, 1 if it is inferred and 2 if tracked. Finally, all false detections that may have occurred have been manually removed.

**Body Index.** This pixel map indicates which pixels in the depth map are associated with the detected body.

Since the skeleton is extracted from the Kinect™ sensor, the body joint location estimation quality is irregular. Moreover, as a result of the kitchen configuration, the lower part of the body is mostly not tracked - because occluded by the central kitchen island.

Since all examples were captured in the same kitchen, we added variance by asking actors to perform the actions at various places in the scene. An extracted example from the dataset is shown on Fig. 3, representing representing the RGB views and depth maps coming from the three cameras.
Human skeleton is superimposed on depth maps. Skeleton joints have poor quality in case of large occlusion as in Fig. 3d or Fig. 3f.

C. Annotations and evaluation protocol

The 51 long-range sequences of the DAHLIA database are composed of multiple activities of daily life. Each frame of sequences has been manually labelled with one of the 7 activities or neutral.

In order to allow fair performance comparisons, we define here two accurate evaluation protocols that have to be followed to report results on this database.

a) Cross-Subject Evaluation: We defined two groups of participants: group A and group B, provided with the dataset. Both represent about half of the dataset and should be used as training set and testing set alternatively. Result for Cross-Subject Evaluation is then the average performance of the two configurations.

b) Cross-Subject and Cross-view Evaluation: To counterbalance the lack of environment variations, we also defined a cross-view evaluation protocol. In this protocol, a training set is defined for each combination of view and group of subject (A and B) while testing set should be done on each complementary set, for instance, one of the training/testing set would be trained on view 1, group A and testing on view 2, group B and view 3, group B independently. Then, average of the 12 defined sets is retained.

D. Comparison with existent databases

Zhang et al. [49] propose a survey on RGB-D-based Action Recognition datasets and introduced some criteria to compare them and particularly:

Characteristics of dataset acquisition

- Mode 1: each action sample is stored in a sequence.
- Mode 2: each sequence contains a continuous set of labelled sub-actions.
- Mode 3: each sequence contains a continuous set of actions with the same order.
- Mode 4: each sequence contains a continuous set of actions with random order.

Background clutter and occlusion

- Low: the background is fixed and clean. There is no occlusion.
- Medium: the background is fixed but is cluttered. Some occlusion can appear.
- High: the background is not fixed and/or is cluttered. Occlusions are present and may affect action.

Kinematic complexity

- Low: the movements are simple and with short duration.
- Medium: the movements are of medium complexity and the duration is longer than in the previous case.
- High: the movements are complex, with long duration.
- Very High: The movements are very complex and composed of several sub-actions.

Variability amongst actions

- Low: the variation of complexity levels amongst actions within a dataset is low.
- Medium: the variation of complexity levels amongst actions within a dataset is medium.
- High: the variation of complexity levels amongst actions within a dataset is high.

Table I summarises these different characteristics evaluated on several previously published dataset. It has been inspired from tables introduced in [49] with adapted criteria presented above. We evaluated the DAHLIA Dataset relatively to these criteria: the background is stable among action samples and cluttered. Cameras location and the kitchen configuration lead to partial occlusions of subjects. The DAHLIA dataset contains very long-range sequences compound of several activities that can be proceed in a variable order depending on the subject and sample. These activities involve many interactions with objects from the scene and the movements are very complex. Therefore, we evaluate the Kinematic complexity to "very high" and the variability amongst actions to "high".

Our DAHLIA Dataset has been performed by 44 subjects, which is one of the highest subject number, with 7 high semantic level activities, contrary to previous dataset which dealt with low-level actions. Note that if 7 classes is one of the lowest class number, these activities could be decomposed in many sub-actions, leading to a very high kinematic complexity. This high semantic level yield to class lasting around 6 min -the longest mean duration of analysed datasets- in untrimmed (Mode 4) videos. This dataset has been recorded in a realistic kitchen, with clutter background.

Thus, the DAHLIA Dataset in composed of longer activities with a higher semantic level and both high intra-variability and high inter-variability.

E. Evaluation metric

In order to evaluate and rank algorithms, precise metrics are used and highly depend on the end-application. In previous work, several metrics were defined [13], [17], [8], [44], [25], [39], [41] to evaluate and/or understand algorithm performances.

Since we aim to provide a comprehensive baseline, we present here the metrics on which the DAHLIA Dataset has been evaluated.

For each class $c$ to be detected in the dataset (binary classification), we define $TP^c$, $FP^c$, $TN^c$ and $FN^c$ as the number of True Positive, False Positive, True Negative and False Negative frames.

1) Frame-wise Accuracy: One common metric is the frame-wise accuracy which represents the ratio of correctly classified frames to all frames in the dataset (1). Note that this metric is sensitive to the class distribution but provides an intuitive measure of the algorithm ability to recognize actions.

$$F_A = \frac{\sum_{c \in C} TP^c}{\sum_{c \in C} N^c}$$  \hspace{1cm} (1)

where $N^c$ is the number of frames labelled $c$ in the ground truth.
TABLE I: Existing datasets with name and reference of the database | Year of publication | Number of subjects performing action | Number of actions | Mean duration of actions | Modality of the database: Color | Depth and/or | Skeleton | Number of views | Characteristics of dataset acquisition | Background clutter and occlusion | Kinematic complexity | Variability amongst actions | Class semantic levels. These notions have been defined in Section III-D

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Year</th>
<th>Subject</th>
<th>Action</th>
<th>Mean Duration</th>
<th>Modality</th>
<th>Views</th>
<th>Dataset acquisition</th>
<th>Background</th>
<th>Kinematic</th>
<th>Variability</th>
<th>Semantic level</th>
</tr>
</thead>
<tbody>
<tr>
<td>TUM [33]</td>
<td>2009</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>C.S.</td>
<td>4</td>
<td>Mode 1</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>Germain</td>
</tr>
<tr>
<td>MSR-Action3D [58]</td>
<td>2010</td>
<td>10</td>
<td>20</td>
<td>2.9</td>
<td>D.S.</td>
<td>1</td>
<td>Mode 1</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Activities</td>
</tr>
<tr>
<td>CAS-SE06 [33]</td>
<td>2011</td>
<td>4</td>
<td>13</td>
<td>45 s</td>
<td>C.D.S.</td>
<td>-</td>
<td>Mode 1</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Activities</td>
</tr>
<tr>
<td>MIRAvi-Activity3D [37]</td>
<td>2011</td>
<td>30</td>
<td>12</td>
<td>-</td>
<td>C.D.S.</td>
<td>1</td>
<td>Mode 1</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Activities</td>
</tr>
<tr>
<td>MSR-Aviti-Activity3D [37]</td>
<td>2012</td>
<td>10</td>
<td>15</td>
<td>4 2</td>
<td>C.D.S.</td>
<td>1</td>
<td>Mode 1</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>Activities</td>
</tr>
<tr>
<td>UTKinect [43]</td>
<td>2012</td>
<td>10</td>
<td>10</td>
<td>1 2</td>
<td>C.D.S.</td>
<td>1</td>
<td>Mode 3</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>Activities</td>
</tr>
<tr>
<td>Act4Fun Dataset [7]</td>
<td>2012</td>
<td>34</td>
<td>16</td>
<td>4</td>
<td>C.D.S.</td>
<td>4</td>
<td>Mode 1</td>
<td>Low</td>
<td>Low</td>
<td>Medium</td>
<td>Activities</td>
</tr>
<tr>
<td>MPII Cooking Activities [53]</td>
<td>2013</td>
<td>13</td>
<td>19</td>
<td>2</td>
<td>C.S.</td>
<td>1</td>
<td>Mode 4</td>
<td>Medium</td>
<td>Medium</td>
<td>Activities</td>
<td>Activities</td>
</tr>
<tr>
<td>CAI [12]</td>
<td>2013</td>
<td>4</td>
<td>10</td>
<td>17 s</td>
<td>C.D.S.</td>
<td>1</td>
<td>Mode 2</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Activities</td>
</tr>
<tr>
<td>UCSD-Kinect 1 [13]</td>
<td>2013</td>
<td>15</td>
<td>15</td>
<td>2</td>
<td>C.S.</td>
<td>1</td>
<td>Mode 1</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Activities</td>
</tr>
<tr>
<td>3D Online [48]</td>
<td>2014</td>
<td>36</td>
<td>7</td>
<td>3</td>
<td>C.D.S.</td>
<td>1</td>
<td>Mode 1</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>Activities</td>
</tr>
<tr>
<td>Northwestern UCLA [18]</td>
<td>2018</td>
<td>10</td>
<td>10</td>
<td>-</td>
<td>C.D.S.</td>
<td>3</td>
<td>Mode 1</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>Activities</td>
</tr>
<tr>
<td>ROB-2 activity [47]</td>
<td>2015</td>
<td>7</td>
<td>11</td>
<td>2</td>
<td>C.D.S.</td>
<td>1</td>
<td>Mode 4</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Activities</td>
</tr>
<tr>
<td>UT-Dallas [25]</td>
<td>2015</td>
<td>8</td>
<td>17</td>
<td>2 2</td>
<td>C.D.S.</td>
<td>1</td>
<td>Mode 1</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Activities</td>
</tr>
<tr>
<td>UWA 3D Multiview Dataset [22]</td>
<td>2016</td>
<td>10</td>
<td>30</td>
<td>-</td>
<td>C.D.S.</td>
<td>4</td>
<td>Mode 2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Germain</td>
</tr>
<tr>
<td>NTU RGB-D [30]</td>
<td>2016</td>
<td>40</td>
<td>10</td>
<td>5 2</td>
<td>C.D.S.</td>
<td>10</td>
<td>Mode 1</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>Activities</td>
</tr>
<tr>
<td>DAHLIA (_busy)</td>
<td>2016</td>
<td>44</td>
<td>11</td>
<td>6 min</td>
<td>C.D.S.</td>
<td>3</td>
<td>Mode 4</td>
<td>High</td>
<td>Very High</td>
<td>High</td>
<td>Activities</td>
</tr>
</tbody>
</table>

2) F-Score: This metric combines Precision $P^c$ and Recall $R^c$ for each class $c$ and is defined as the harmonic mean of these two values:

$$P^c = \frac{TP^c}{TP^c + FP^c}$$

$$R^c = \frac{TP^c}{TP^c + FN^c}$$

$$F-Score = 2 \frac{P^c \times R^c}{P^c + R^c}$$

3) Intersection over Union (IoU): this common metric was used to assess segmentation in the PVOCC challenge [10]:

$$IoU = \frac{1}{|C|} \sum_{c \in C} \frac{TP^c}{TP^c + FP^c + FN^c}$$

IV. BASILINES

In order to supply algorithm baselines on the DAHLIA dataset, we evaluated three algorithms, namely Deeply Optimized Hough Transform (DOHT) [3], Efficient Linear Search (ELS) [16] and Max-Subgraph search [6]. These methods have been chosen since they were designed for online action detection and/or recognition.

A. Deeply Optimized Hough Transform (DOHT)

For this baseline, we present results computed with the DOHT algorithm on both skeleton and dense trajectories descriptors as [35]. Concerning vote parameters, we kept the same value for both features. Since activities defined in the DAHLIA dataset are much longer than those extracted in the original DOHT paper [3], we set the maximum considered time displacement $M$ -i.e. size of the temporal window for...
the Hough votes" to 1000 and parameter $C$ (data attachment) to 4, which provided the best results.

a) Body joints: To exploit extracted Body Joints from the Kinect™, we first normalized raw data applying a normalization similar to the one presented by Raptis et al. in [24]. Note that this normalization is robust to view point variation and voluntarily ignores the person’s location in the room since we do not want the algorithm to benefit from this information for recognizing activities.

Due to the room configuration and camera locations (indicated in Fig. 2), occlusions occur differently on each sensor. To overcome these occlusion issues, we combined information from all views following [35] workflow. We consider the following joints: Head, the two Hands, Elbows, HandTip, Wrist, Shoulders, Hips, Knees and Spinebase. In each frame, we only consider joints associated to the tracked state (provided by the sensor). Frames where shoulders have a low confidence status (because of the skeleton normalization strategy) do not provide votes.

b) Dense trajectories descriptor [36]: Following [35], we applied the DOHT algorithm on RGB data from DAHLIA dataset. Both Trajectory shape and HOG (Histogram of Gradient) descriptors [36] were used, as well as a concatenation Traj+HOG as presented in [35].

c) Results: Table II summarises obtained results with the DOHT algorithm. In each configuration, the DOHT algorithm outputs best predictions when used with HOG features. It emphasizes the importance of spatial context in the process of online activity recognition since the HOG descriptor captures the local shape of an image. The use of multiple views in the training and testing process leads to higher results since data extracted from different views complement one another.

Results are lower in the cross-view protocol, which is consistent with the fact that features extracted on one view can be occluded in another. For the DOHT algorithm, this protocol is the most challenging one. Note that since Dense Trajectories descriptor is a view-dependant descriptor, we did not run the cross-View protocol for these features.

Finally, Table III presents per-class results with the HOG descriptor which is the one associated to the highest results.

<table>
<thead>
<tr>
<th>Skeleton</th>
<th>Trajectories</th>
<th>HOG</th>
<th>Traj-HOG</th>
</tr>
</thead>
<tbody>
<tr>
<td>View 1</td>
<td>$P_A$</td>
<td>$P$-Score</td>
<td>IoU</td>
</tr>
<tr>
<td>View 2</td>
<td>$0.83$</td>
<td>$0.60$</td>
<td>$0.44$</td>
</tr>
<tr>
<td>View 3</td>
<td>$0.72$</td>
<td>$0.74$</td>
<td>$0.48$</td>
</tr>
<tr>
<td>Multiviews</td>
<td>$0.65$</td>
<td>$0.64$</td>
<td>$0.48$</td>
</tr>
<tr>
<td>Cross-Cam</td>
<td>$0.34$</td>
<td>$0.31$</td>
<td>$0.19$</td>
</tr>
</tbody>
</table>

**TABLE II: Result for DOHT on DAHLIA dataset**

<table>
<thead>
<tr>
<th>Activity</th>
<th>Multiview Hog</th>
<th>$P$-Score</th>
<th>IoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooking</td>
<td>$0.75$</td>
<td>$0.60$</td>
<td></td>
</tr>
<tr>
<td>Laying Table</td>
<td>$0.69$</td>
<td>$0.53$</td>
<td></td>
</tr>
<tr>
<td>Eating</td>
<td>$0.91$</td>
<td>$0.84$</td>
<td></td>
</tr>
<tr>
<td>Clearing Table</td>
<td>$0.75$</td>
<td>$0.59$</td>
<td></td>
</tr>
<tr>
<td>Washing Dishes</td>
<td>$0.87$</td>
<td>$0.71$</td>
<td></td>
</tr>
<tr>
<td>Housework</td>
<td>$0.86$</td>
<td>$0.75$</td>
<td></td>
</tr>
<tr>
<td>Working</td>
<td>$0.92$</td>
<td>$0.86$</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE III: Per-class results obtained with DOHT algorithm computing cross-subject protocol using HOG in a multiviews approach.**

<table>
<thead>
<tr>
<th>Skeleton</th>
<th>Trajectories</th>
<th>HOG</th>
<th>Traj-HOG</th>
</tr>
</thead>
<tbody>
<tr>
<td>View 1</td>
<td>$P_A$</td>
<td>$P$-Score</td>
<td>IoU</td>
</tr>
<tr>
<td>View 2</td>
<td>$0.83$</td>
<td>$0.60$</td>
<td>$0.44$</td>
</tr>
<tr>
<td>View 3</td>
<td>$0.72$</td>
<td>$0.74$</td>
<td>$0.48$</td>
</tr>
<tr>
<td>Multiviews</td>
<td>$0.65$</td>
<td>$0.64$</td>
<td>$0.48$</td>
</tr>
<tr>
<td>Cross-Cam</td>
<td>$0.34$</td>
<td>$0.31$</td>
<td>$0.19$</td>
</tr>
</tbody>
</table>

**TABLE IV: Result for ELS [16] on DAHLIA dataset**

R. **Online Efficient Linear Search (ELS)**

Mesher et al. [16] proposed an online action detection method based on 3D skeleton sequences. A codebook is generated from skeleton features and weights are learnt for each entry of this codebook through a linear SVM. Then, online recognition consists in an identification of the maximum sub-interval score based on these weights. We refer an interested reader to [16] for more details. We used the source code provided by the authors to run the following baseline.

Online ELS algorithm was computed with the local descriptor described in the original paper: a weighted concatenation of the angles descriptor $\Theta$ [20], its velocity $\Theta$ and an adaptation of Moving Pose descriptor [47] $P$, its first and second derivatives $\delta P$ and $\delta^2 P$, respectively. The final form of their descriptor is $[P, \alpha P, \beta P, \delta P, \delta^2 P, \Theta, \beta \Theta]$ with $\alpha$, $\beta$ and $\psi$ three weights parameters. We evaluated several sets of parameters and present the best results we obtained on the DAHLIA dataset: $\alpha = 0.1$, $\beta = 0.1$, $\psi = 0.1$. We set the latency parameters to 2 frames and kept other parameters as in the original paper. Results obtained with this algorithm are presented in Table IV in the cross-subject and single view or cross-view protocol. We can observe that these results highly depend on the considered view. More precisely, higher results were obtained when the Camera 3 is used. This camera is the one with the least self-occlusion because of its location and angle relatively to the scene.

As well as in the previous section, lowest results are obtained with the Cross-view/Cross-subject protocol since a change in the point of view highly affects extracted descriptors.

C. **Max-Subgraph Search**

TABLE V: Result with Max-subgraph Search method [6] on DAHLIA dataset

<table>
<thead>
<tr>
<th>View</th>
<th>F-Score</th>
<th>G+</th>
</tr>
</thead>
<tbody>
<tr>
<td>View 1</td>
<td>0.25</td>
<td>0.15</td>
</tr>
<tr>
<td>View 2</td>
<td>0.18</td>
<td>0.10</td>
</tr>
<tr>
<td>View 3</td>
<td>0.44</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Subgraph: a graph is constructed for each action to be detected. Each node of this graph is associated to a score computed from descriptors extracted on a time window. The descriptors’ weights are estimated through an SVM in a similar way as [16]. Since this algorithm was designed to make detection instead of online recognition, several activities can be triggered in each frame and the frame-wise accuracy $F_{A1}$ cannot be computed. Results are presented in Table V, using the same local descriptor as ELS and a node size of 100.

V. CONCLUSION

In this paper, we introduced a new challenging dataset for activity recognition. This dataset suits well for applications such as smart-home or video-surveillance since the high-level semantic activities performed by the 44 subjects are continuously stored in 51 long untrimmed videos. We compared our dataset to previously published ones, emphasizing its challenging aspects, mostly regarding video duration and complexity of real human daily-life activities, composed of many (partly-structured) actions, themselves being composed of several gestures. The duration of activities is around 6 minutes, significantly longer than those in existing untrimmed datasets.

Video scenarios were captured in a realistic way, with very simple instructions to increase intra-class and kinematic variability. This annotated dataset will be made available to the scientific community to evaluate algorithms on longer and more realistic class labels. To this end, we provide four streams recorded with the Kinect™v2. We defined two complementary evaluation protocols which should be followed by further works: cross-subject evaluation and cross-view evaluation. As a baseline, we evaluated three algorithms from the literature and presented results with several well-known metrics.
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