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Abstract:

In a volatile environment where rewards are uncertain, successful performance requires a delicate balance between exploitation of the best option and exploration of alternative choices. It has theoretically been proposed that dopamine controls this exploration-exploitation trade-off, specifically that the higher the level of tonic dopamine, the more exploitation is favored. We demonstrate here that there is a formal relationship between the rescaling of dopamine positive reward prediction errors and the exploration-exploitation trade-off in simple non-stationary multi-armed bandit tasks. We further show in rats performing such a task that systemically antagonizing dopamine receptors greatly increases the number of random choices without affecting learning.
capacities. Simulations and comparison of a set of different computational models (an extended Q-learning model, a directed exploration model, and a meta-learning model) fitted on each individual confirm that, independently of the model, decreasing dopaminergic activity does not affect learning rate but is equivalent to an increase in exploration rate. This study shows that dopamine could adapt the exploration-exploitation trade-off in decision making when facing changing environmental contingencies.

Introduction

All organisms need to make choices for their survival while being confronted to uncertainty in their environment. Animals and humans tend to exploit actions likely to provide desirable outcomes, but they must also take into account the possibility that environmental contingencies and the outcome of their actions may vary with time. Behavioral flexibility is thus needed in volatile environments in order to detect and learn new contingencies[1]. This requires a delicate balance between exploitation of known resources and exploration of alternative options that may have become advantageous. How this exploration/exploitation dilemma may be resolved and regulated is still a subject of active research in the fields of Neuroscience and Machine Learning[2]–[5].

Dopamine holds a fundamental place in contemporary studies of learning and decision-making. The role of phasic dopamine signals in supporting learning now appears strongly established[6]–[8]. Dopamine reward prediction error signals have been identified in a variety of instrumental and Pavlovian conditioning tasks[9]–[12]. They affect plasticity and action value learning in cortico-basal networks[13]–[15] and have been directly related to behavioral adaptation in a number of decision-making tasks in humans, non-human primates[16] and rodents[17]–[20]. Accordingly, it is commonly assumed that manipulations of dopamine activity affect the rate of learning, but this could represent a misconception.

Besides learning, the role of dopamine in the control of behavioral performance is still unclear. Dopamine is known to modulate incentive choice (the tendency to differentially weigh costs and benefits)[21], [22] and risk-taking behavior[23], as well as other motivational aspects such as effort and response vigour[24]. Because dopamine is one of the key factors that may encode success or uncertainty, it might modulate decisions by biasing them toward options that present the largest uncertainty[25], [26]. This would correspond to a “directed” exploration strategy[5], [27], [28]. Alternatively, success and failure could affect tonic dopamine levels and control random exploration of all options, as recently proposed by Humphries et al. (2012)[29]. This form of undirected exploration, which is often difficult to distinguish from performance, may be viewed as “noise” in the
choice process[30]–[32]. Previous computational analyses of behavioral data in stochastic tasks have yielded mixed results, some suggesting a promotion of random[33] or directed[26] exploration by dopamine with possibly an effect on learning[26], others a reduction of random exploration[29], [34], [35], and yet others an effect on learning only[36].

In the present study, we first show formally that under fairly general assumptions, any manipulation that reduces the magnitude of dopamine positive reward prediction errors does not change learning rate but instead changes the level of random exploration. We then proceed to test this idea experimentally in rats while applying a variety of computational models to the behavioral data. To dissociate learning and performance components, probabilistic tasks where the best option changes with time (known in Machine Learning as non-stationary bandit tasks) are particularly appropriate, because they require periodical exploration and relearning phases and are amenable to computational modeling using well characterized reinforcement learning methods[37]. In this work, we develop such a 3-armed bandit task in rats with varying levels of uncertainty to investigate how dopamine controls the exploration level within an individual. We then examine the effects of dopamine blockade on learning and performance variables following injection of various doses of the D1/D2 receptor antagonist flupenthixol in different sessions. We follow by replicating these data with an extended reinforcement learning model (Q-learning) with forgetting and verify our conclusions on a variety of alternative models such as a directed exploration model, an ε-greedy random exploration model, and a meta-learning model. This allows us to explicitly distinguish learning from exploration variables, and to show that dopamine activity is specifically involved in controlling the level of random exploration rather than the learning rate.

Results

Mathematical relationship between reward prediction errors and random exploration-exploitation

We first give here a formal demonstration (Supporting material) that in a Q-model such as the one we applied to our task, a reduction of the amplitude of positive reward prediction errors (RPEs) directly translates into an increase in random exploration levels. In other words, it is mathematically equivalent to changing the value of the inverse temperature, and has no effect on the learning rate parameter. Briefly, in this demonstration, we assume that positive, but not negative prediction errors are pharmacologically reduced, which corresponds to a decrease in the value of the reward when it is present. On each trial, the Q-value of the performed action is revised in proportion to the RPE, so it is exactly a fraction of what it would be in the absence of pharmacological...
manipulation. For non-performed actions, if there is forgetting, the Q-value decreases in proportion to the Q-
value itself, which preserves proportionality. As a result, throughout the learning process, all Q-values are
downscaled in the same proportion as the reward. When these values are plugged into the softmax process, the
result is exactly equivalent to a decrease of the inverse temperature, again in the same proportion. The learning
rate or the forgetting rate are not affected in any way. This result shows that under fairly general conditions the
effects of a pharmacological manipulation of dopamine-dependent learning should be described as changes in
exploration rate rather than as changes in learning rate. Indeed, manipulation of these two factors predicts
distinct behavioral profiles: under different learning rates, both performance and win-shift curves (see Methods)
should differ at early stages of blocks, but then converge to similar levels (Supplementary Fig. 2a,b).
Conversely, when only the exploration rate differs, performance curves should tend toward different asymptotes
while win-shift curves should shift downwards as a whole when the exploration rate increases (Supplementary
Fig. 2c,d).

Dopamine blockade affects exploratory behavior

We then undertook to confirm this result experimentally on a 3-armed bandit task in rats. As a first step, we
examined rats’ behavior at different phases of the task once it was well acquired. We focused our analysis on the
learning phase that is required each time the target lever changes. Overall, the rats were able to identify the
correct lever over the course of a block, despite the stochasticity of rewards (risk).
Performance (Fig. 1b) increased within a block toward an asymptote in both low and high risk conditions
(F(5,110) = 186.7, p<0.0001), with better performance being observed under low risk (F(1,22) = 148.2,
p<0.0001). Dopaminergic blockade by flupenthixol, a D1-D2 dopamine receptor antagonist, decreased
performance (F(3,66) = 5.61, p=0.0017) irrespective of trial phase or risk condition (largest F=1.83, p = 0.15).
We then looked at exploration, indexed as a first approximation by a win-shift index which only includes shifts
from the current best lever (Fig. 2a). This index decreased within blocks (F(5,85) = 27.7, p<0.0001) but
increased with risk (F(1,17) = 25.7, p<0.0001). Dopaminergic blockade dose-dependently elevated win-shift at
all stages (F(3,51) = 14.5, p<0.0001), without interacting with trial or risk (largest F: F(3,51) = 1.40, p = 0.25).
Because win-shift in the early stages of blocks may not reflect exploration, but rather a return to a previously
reinforced lever, we also limited our analysis of win-shift to the last 8 trials when performance has stabilized,
meaning that the correct lever has been identified. In this case also there was a significant dose effect
(Supplementary Fig. 1). Another index of shifting behavior, lose-shift (Fig. 3a), which may denote a correction
strategy, was not significantly affected by the pharmacological condition, possibly because of a ceiling effect.

We then examined whether the effects of flupenthixol on both win-shift and performance resulted from a negative effect on learning rate, or from a positive effect on exploration rate[38]. In the present task, these two factors predict distinct behavioral profiles, in particular when considering asymptotic behavior (Supplementary Fig. 2). Behavioral data indeed point to a change in exploration rate, as individual performance levels during the last six trials of blocks were significantly affected by flupenthixol dose (F(3,66) = 8.85, p < 0.0001) (Supplementary Fig. 3a,b). Similarly, the win-shift rate in the last 6 trials of blocks was significantly affected by flupenthixol dose (F(3,66) = 8.76, p < 0.0001) (Supplementary Fig. 3c,d). This persistent difference in the curves at the end of each learning phase is strongly suggestive of a change in exploration rate.

**Flupenthixol alters exploration parameter in simulated rats**

We then examined how well a Q-learning model extended with a forgetting mechanism was able to account for behavioral data (see Methods). Average action values derived from the model, individually fitted to each rat for each dose of flupenthixol and constrained to the rat’s actual choices, predicted a very high proportion of the variance of individual rats’ choices, (67.7% to 96.4%, Supplementary Table 1 and Supplementary Fig. 4). Moreover, unconstrained simulated data generated using these optimized parameters were highly similar to the actual behavior of the rats (Fig. 1c, Fig. 2b, Fig. 3B, Supplementary Fig.1, and Supplementary Fig. 6). When experimental and simulated data were pooled together for repeated-measures ANOVA, there was no significant main effect of simulations on within-block evolution of either performance (Fig. 1c, F(1,22) = 4.27, p = 0.051) or win-shift (Fig. 2b, F(1,17) = 0.006, p = 0.94). However, a significant interaction between simulations and risk did emerge in the case of performance (F(1,22) = 4.42, p = 0.047) and there was also a significant interaction between trials and simulations for both indicators (F(5,110) = 6.98, p<0.0001 for performance; F(5,85) = 2.90, p = 0.018 for win-shift). Crucially however, no interaction involving simulations and flupenthixol dose could be detected (smallest p=0.10). Moreover, when analyzed separately from experimental data, simulated data did in fact replicate the effects of flupenthixol on both measures (F(3,66) = 5.23, p = 0.0027 and F(3,66) = 5.69, p = 0.0016 for performance and win-shift respectively).

**Model optimization dissociates exploration from learning**

To disentangle the effects of flupenthixol on learning versus performance, we then examined the values of the different parameters $\alpha$, $\beta$ and $\alpha_2$ across pharmacological conditions (Fig. 4). Flupenthixol had no discernible
effect on the learning rate $\alpha$ (Friedman ANOVA $\chi^2(3) = 4.04, p = 0.26$) or on the forgetting rate $\alpha_2$ ($\chi^2(3) = 1.38, p = 0.71$), but clearly decreased the exploration parameter $\beta$ ($\chi^2(3) = 15.1, p = 0.0018$). Post-hoc tests revealed that $\beta$ for 0.2 and 0.3 mg/kg was significantly smaller than for 0 mg/kg ($p=0.012$ and $p = 0.0024$ respectively).

Thus, the only parameter of the model significantly affected by dopaminergic blockade was the exploration parameter which decreased (i.e. exploration increased) as dopaminergic inhibition increased.

We next generalized this result by testing the optimized parameters of a range of different models which include a standard Q-learning model (Supplementary Fig. 7), an $\epsilon$-greedy model of action selection (Supplementary Fig. 8), a model of directed exploration (Supplementary Fig. 9) which includes an uncertainty bonus to bias decision-making towards options associated with a large value uncertainty[25] and a meta-learning model which sets the value of the inverse temperature based on accumulated reward prediction errors (Supplementary Fig. 10). In all of these cases, the only parameter that significantly varied with dose condition was the one responsible for controlling random exploration which flupenthixol invariably increased.

Finally, because of the strong interaction between learning rate and inverse temperature[39], we verified that our methodology was able to distinguish variations in exploration rate $\beta$ from variations in the learning rate $\alpha$, by applying full parameter optimization (leaving all three parameters free) to an artificial data set generated with either $\alpha$ or $\beta$ varying between doses while the other two parameters remain constant. When only the learning rate $\alpha$ varied (Fig. 5a), the full optimization did indeed find that $\alpha$ significantly decreased ($\chi^2(3) = 16.1, p = 0.0011$), but not the two other parameters ($\chi^2(3) \leq 1.54, p \geq 0.67$). Conversely, on an artificial data set where only the exploration parameter $\beta$ varied (Fig. 5b), the subsequent optimization correctly identified $\beta$ as the only varying parameter ($p = 0.0007$ but $p \geq 0.12$ for the other two parameters). These results clearly show that the presented computational analysis can disentangle the effects of dopamine manipulations on exploration rate from possible effects on learning rate.
Discussion

This study presents a formal demonstration that in simple reinforcement learning models, a reduction of the amplitude of positive reward prediction errors directly translates into changes in random exploration levels. In rats tested on the probabilistic choice task, we experimentally show that systemic administrations of flupenthixol, a D1-D2 antagonist, dose-dependently increases random exploration, and only indirectly affects performance. Dopamine blockade increased win-shift behavior under both low and high risk conditions and noticeably late in a block when the rats had acquired the correct response. We reproduce behavioral data using unconstrained simulations and show under a variety of models that exploration rate is the only parameter significantly affected by dopamine blockade in this task.

To our knowledge, this is the first study that combines a within-subject approach with rigorous modelling to evaluate the role of dopamine levels in controlling the balance between exploration and exploitation without affecting the learning rate. The effects of various doses of dopamine antagonist in the same individual indicate that normal dopamine levels limit undirected exploration in this task and therefore bias performance toward exploitation without affecting the learning rate, a result which is consistent with that of Lee et al[34] using a different animal model, the macaque, and a different decision-making task. Undirected exploration may reflect several factors, and flupenthixol could for instance have reduced motivation[40], [41], response vigor42 or attention. However, the observation that learning rates were unchanged argues in favor of a selective effect on exploratory choices.

In the task, performance improves within a block as one of the levers is gradually identified as target. Concurrently, win-shift decreases as learning progresses. At the beginning of each block, performance drops to chance levels or below, while win-shift increases. These high levels of win-shift in the absence of drug correspond to moments when the values of the various options have not been well identified and the rat’s uncertainty is high. Indeed, in the high risk condition, identifying the correct lever appears more difficult and is associated with both lower performance and higher win-shift levels. Under dopamine blockade, the dose-dependent increase in win-shift appears independent of uncertainty, since it does not interact with either trial rank within a block or risk level. This is consistent with the notion that dopamine unconditionally scales action values and controls noise in the last stage of decision making, where action values are converted to actual choices[29]. As to the effect of flupenthixol on lose-shift, the simulations (based on 100 runs) do show a slight increase corresponding to increased random exploration. This effect does not reach significance in the actual behavioral data, where it is probably more difficult to detect close to the ceiling value (probability of lose-shift in random choice: 0.67).

Several past studies[26], [33], [43] have focused on the effects on choice of inter-individual differences in dopaminergic function. Our data thus stand in contrast with those of Beeler et al.[33], [43] who observed that hyperdopaminergic mice allocate more time and energy to expensive options. On the basis of computational modeling, the authors interpreted their data as an increase in undirected exploration. However, data from primates and human subjects instead indicate increases in exploration with reduced dopaminergic activity, in agreement with our results. In particular, in an investigation of the behavioral disparities between human subjects due to genes controlling prefrontal and striatal dopamine function, Frank et al.[26] concluded that COMT alleles associated with lower dopamine levels increased directed exploration in their timing task. Eisenegger et al.[35]
found in a between-subject design that a strong dose of sulpiride, a dopamine D2 receptor antagonist, in healthy human subjects favored exploration without affecting learning in a probabilistic task. These inter-individual studies supposed a fixed exploration level, and were inadequate to describe changes in exploration in the same subject. However, a similar result was achieved within subjects in an oculomotor decision task by Lee et al.[34] who demonstrated that injections of dopamine type 2 receptor antagonist in the dorsal striatum of two macaques deteriorated the animals' performance in a manner best explained by an increase of noise in the decision-making process rather than an effect on learning.

In the three-arm bandit task used in the present study, we modeled learning of the correct action using an extended Q-learning model with forgetting, and we modeled choice behavior using a softmax mechanism. Our model was sufficient to account for behavioral performances as shown by i) the high similarity of the simulated (unconstrained) and experimental behavioral data (Figs. 1, 2, 3) and ii) the high correlation between the modeled value (constrained by the rats’ choices) of the different levers and actual choice probability, even during periods of low value when the target lever was not yet identified (Supplementary Fig. 4).

We show that a forgetting mechanism is required to adequately account for the rats’ behavior as a simple Q-learning mechanism appears unable to cope with the multiple target shifts (reversals) involved throughout the task (Supplementary Fig. 5). In our model, forgetting is important to reduce the value of competing actions even when these actions are not chosen anymore, unlike simple Q-learning which only adjusts the value of actions actually performed. The observation that the forgetting rate is generally larger than the learning rate (Fig. 4) implies that the rats tend to persist on a choice even in the absence of reward[37]. This process stands in contrast with some theories of directed exploration[44] which predict that unchosen options become attractive as uncertainty about their outcome increases.

Our model does not include any mechanism to track uncertainty about action values, unlike several models of choice behavior in humans[4], [5], [26], [28], [45], [46]. Our simulations furthermore show that the gradual reduction in win-shift within a block does not reflect a dynamic adaptation of the model parameters since it is reproduced in the simulations where these parameters are kept constant. Instead, this decrease is a consequence of the interaction between value learning and the softmax mechanism. Choice is more variable when actions values are relatively similar, and it then becomes less variable as the values of the various actions get better differentiated. We did observe a significant effect of risk on performance and win-shift in the behavioral data, but because the same effect was present in the simulations, it is attributable to a slower acquisition of value in the high risk situation due to increased stochasticity.

As expected from the formal analysis, dopamine was found to specifically control the exploration parameter $\beta$ (inverse temperature) which represents undirected exploration or random noise in the choice process converting values to actions[27], [31], [32], rather than directed exploration driven by uncertainty[5], [25], [26], [28]. Furthermore, this result is still valid with other models such as the standard Q-learning, the $\epsilon$-greedy version of Q-learning and even a directed exploration model. Our data agree with the theoretical proposal by Humphries et al. (2012)[29] that tonic dopamine in the basal ganglia could modulate the exploration-exploitation trade-off during decision-making. On the basis of a prior, biologically inspired model of the basal ganglia[47], they showed that changing simulated tonic dopamine levels had similar effects as changes in the $\beta$ parameter.

Our study highlights a common misconception that equates the well-established role of dopamine in learning[48]...
with an effect on learning rate. To the extent that learning is based on reward prediction errors and action
selection on a softmax mechanism, as is typically assumed in model-free reinforcement learning, our formal
analysis indicates that the inverse temperature, the parameter controlling random exploration, is the only
parameter affected by simple manipulations of the reward prediction error signal. Notably, in our task, both
behavioral performance and fitted learning rate were largely unaffected by flupenthixol. In a probabilistic
learning task, Pessiglione et al. [49] showed that administration of L-DOPA, a chemical precursor of dopamine
known for enhancing dopaminergic functions, improved performance in accumulating gain compared to subjects
under a dopamine antagonist. This improvement was attributed to an increase in learning from positive reward
errors, but increased dopamine could also have reduced exploration. Similarly, Krugel 2009[36] reported that
COMT alleles increasing dopamine levels were associated with better performance in a reward-based learning
task with reversals, and they explained their results by a modulation of learning rate. In contrast, there are reports
in humans that probabilistic learning is insensitive to dopamine antagonists[50], [51]. Our results call for careful
modeling of the impact of dopaminergic manipulations in behavioral tasks as changes in random exploration
rates could easily be mistaken for changes in learning rate.

As fluctuations in tonic dopamine levels track the average reward rate[24], it seems natural to use such a signal
to regulate the exploration-exploitation trade-off[32]: high reward rates suggest that the current policy is
appropriate and the subject could crystallize its behavior by exploiting more. Conversely, sudden drops in reward
rate leading to tonic dopamine decreases may lead to increased exploration of the environment in search for
better options. Dopamine levels could thus contribute to dynamically regulate exploratory choices in volatile
environments where option values change with time. Here, we show that dopamine blockade affects undirected
exploration independently from the changes in uncertainty levels within blocks. Dopaminergic regulation of
exploration appears to occur at a longer time scale than that of a few trials, which would constitute a form of
meta-learning[3], [32] adapting behavior to the general characteristics of the task rather than to immediate
events.

Methods

Behavior

Male Long Evans rats (n=24) were obtained from Janvier Labs (France) at the age of 2 months and initially
accustomed to the laboratory facility for two weeks before the beginning of the experiments. They were housed
in pairs in standard polycarbonate cages (49 × 26 × 20 cm) with sawdust bedding. The facility was maintained at
21±1°C, with a 12-hour light/dark cycle (7 AM/7 PM) with food and water initially available ad libitum. Rats
were tested only during the light portion of the cycle. The experiments were conducted in agreement with French
(council directive 2013-118, February 1, 2013) and international (directive 2010-63, September 22, 2010,
European Community) legislations and received approval # 5012064-A from the local Ethics Committee of
Université de Bordeaux.
Animals were trained and tested in eight identical conditioning chambers (40 cm wide × 30 cm deep × 35 cm high, Imetronic, Pessac, France), each located inside a sound and light-attenuating wooden compartment (74 × 46 × 50 cm). Each compartment had a ventilation fan producing a background noise of 55 dB and four light-emitting diodes on the ceiling for illumination of the chamber. Each chamber had two opaque panels on the right and left sides, two clear Perspex walls on the back and front sides, and a stainless-steel grid floor (rod diameter: 0.5 cm; inter-rod distance: 1.5 cm). Three retractable levers (4 × 1 × 2 cm) could be inserted on the left wall. In the middle of the opposite wall, a magazine (6 × 4.5 × 4.5 cm) collected food pellets (45 mg, F0165, Bio_Serv, NJ, USA) from a dispenser located outside the operant chamber. The magazine was equipped with infrared cells to detect the animal’s visits. Three LED (one above each lever) were simultaneously lit as a signal for trial onset.

A personal computer connected to the operant chambers via an Imetronic interface and equipped with POLY software (Imetronic, Pessac, France) controlled the equipment and recorded the data.

During the behavioral experiments, rats were maintained at 90% of their original weight by restricting their food intake to ~15 g/day. For pre-training, all rats were trained for 3 days to collect rewards during 30 min magazine training sessions. Rewards were delivered in the magazine on a random time 60 sec schedule. The conditioning cage was lit for the duration of each session. The rats then received training for 3 days under a continuous reinforcement, fixed ratio schedule FR1 (i.e. each lever press was rewarded with one pellet) until they had earned 30 pellets or 30 min had elapsed. At this stage, each lever was presented continuously for one session and the magazine was placed adjacent to the lever (side counterbalanced across rats). Thereafter, all three levers were on the left wall and the magazine on the right wall. The levers were kept retracted throughout the session except during the choice phases. On the next two sessions, levers were successively presented 30 times in a pseudo-random order (FR1-trials). One press on the presented lever produced a reward and retraction of the lever. On the next eight sessions, levers were presented 30 times but each time five presses were required to obtain the reward (FR5-trials). As a result, all rats readily pressed the levers as soon as they were presented. The rats then underwent 24 training sessions of training in the probabilistic choice task, 20 sessions of six trial blocks each and four double sessions of 12 blocks each.

Following 24 sessions of training in the task, rats received i.p. injections (1ml/kg) of D1-D2 receptor antagonist Flupenthixol (FLU) or saline, 20 min prior to each double session of test, for a total of 16 injections. Four doses of Flupenthixol (Cis-(Z)-Flupenthixol dihydrochloride, Sigma, dissolved in saline at 0, 0.1, 0.2 or 0.3 mg/ml) were selected according to a pilot experiment. All rats received each dose (0, 0.1, 0.2 or 0.3 mg/kg) in separate sessions according to a latin square design with at least two days of recovery between injections.
of recovery, a second series of injections was performed under similar conditions. In addition, on the day
preceding each of the eight tests, a retraining session under saline was performed.

The experimental task (Fig. 1a) consisted in a three-armed bandit task where rats had to select one of three
levers in order to receive the reward. A trial began with a 2 sec warning light, and then the three retractable
levers were presented to the rat. Pressing one of the levers could immediately result in the delivery of a reward
with various probabilities. Two different risk levels were imposed: In the low risk condition (LR) one lever was
designated as the target lever and rewarded with probability 7/8 (87.5%) while the other levers were rewarded
with probability 1/16 (6.25%). In the high risk condition (HR), the target lever was rewarded with probability 5/8
(62.5%) and the other two possibilities with probability 3/16 (18.75%), making discrimination of the target lever
much harder. After a lever press, the levers were retracted and the trial (rewarded or not) was terminated. Inter-
trial interval randomly varied in range 4.5-8 sec. Trials were grouped into unsignaled blocks of fixed length (24
trials each) characterized by a constant combination of target lever and risk. The target lever always changed
between block. Therefore rats had to re-learn the target lever on each block. Blocks were ordered pseudo-
randomly within a session with all combinations of target and risk counterbalanced and tested twice.

Model fitting and simulations

Behavioral data were modeled by assuming that rats continuously assign a value to each lever. This value is
adjusted according to a standard Q-learning algorithm, with the addition of a forgetting mechanism. On each trial
where an action \(a_t\) was chosen, values are learned gradually by first calculating a reward prediction error \(\delta_t\)
representing the discrepancy between the reward received \(r_t\) and what was expected, i.e. the previous estimate of
the value of the chosen action \(Q_t(a_t)\), and then using \(\delta_t\) to update the value of this action \(Q_{t+1}(a_t)\):

\[
\begin{align*}
    r_t &= \begin{cases} 
    1 & \text{if the trial is rewarded} \\
    0 & \text{otherwise}
    \end{cases} \\
    \delta_t &= r_t - Q_t(a_t) \\
    Q_{t+1}(a_t) &= Q_t(a_t) + \alpha \delta_t
\end{align*}
\]

The learning rate parameter \(\alpha\) determines how quickly the system learns from observed outcomes: low values
ensure that action values are relatively stable. In the present task where the correct action periodically changes,
higher learning rates should allow a rapid increase in performance across a block, at the cost of an increased
sensitivity to the stochastic nature of reinforcement.

In order to improve the intra-block dynamics of the model, a forgetting mechanism\cite{52} was added:

\begin{equation}
Q_{t+1} (a \neq a_t) = (1 - \alpha_2) Q_t (a \neq a_t)
\end{equation}

Thus, the Q-values of non-selected actions gradually regress to 0, at which they are initialized, at a rate fixed by constant $\alpha_2$. These values would otherwise only be updated when the corresponding action is selected. This mechanism was found to be necessary to achieve a good fit of the dynamics of win-shift (see Supplementary Figs. 5 and 6 comparing the win-shift curves of forgetting and non-forgetting models to the experimental data) and corresponds to a perseverance mechanism independent of reward history\cite{37}. Additionally, once combined with the action selection model described further down, we compared the log-likelihoods of the two optimized models adjusted for the number of extra parameters using either the Akaike Information Criterion (AIC) or the Bayesian Information Criterion (BIC) calculated for the whole population (n=23) and the four conditions (the better model being the one with lower scores). The Q-learning model with forgetting parameters had lower scores than the model without forgetting (AIC: 74534 vs. 82772 ; BIC: 76149 vs. 84386). We also compared individual log-likelihood scores for each rat and dose using the likelihood ratio test for nested models\cite{39}. Given a model M1 nested into a more complex model M2 and their log-likelihood after optimization $\text{ll}_1$ and $\text{ll}_2$, $d = 2*(\text{ll}_2 - \text{ll}_1)$ follows a chi-squared distribution with 1 degree of freedom (1 added parameter in M2) under the null hypothesis that the log-likelihood of M2 is not better than M1. In all rats except one, the forgetting model brought a highly significant improvement in likelihood when compared to the simpler model.

Given the estimated Q-value for each action, actions are selected by sampling from a softmax probability distribution:

\begin{equation}
P(a_{t+1} = a_j) = \frac{e^{\beta Q(a_j)}}{\sum_j e^{\beta Q(a_j)}}
\end{equation}

The key parameter of this function, the inverse temperature $\beta$ (here called "exploration parameter"), determines the relationship between action values and action selection, or in other terms between learning and performance. Low values of $\beta$ result in almost equiprobable action selection (hence exploration), independently of the learned Q-values, while high values of $\beta$ greatly favour the best action over all the others (i.e. exploitation).
equation (4) is especially crucial for optimization because it defines the probability of a rat's action at each trial given its parameter-set Θ (including learned values), which was used to calculate the likelihood of each rat's entire history of choices, H, under the parameters of each model:

\[
P(H|\theta) = \prod_{t=1}^{n_{\text{trials}}} P(a_t|\theta) = \prod_{t=1}^{n_{\text{trials}}} \frac{e^{\beta Q_t(a_t)}}{\sum_j e^{\beta Q_t(a_j)}}
\]

Parameter optimization was then carried out separately for each one of the four pharmacological conditions (0, 0.1, 0.2 and 0.3 mg/kg administrations of flupenthixol) by maximizing the log-likelihood of the model for each rat so as to get individual parameter-sets for each subject. Each parameter was initialized in three different points of its parameter space to avoid being trapped in local maxima.

To verify that conclusions drawn from the characteristics of the optimized model, we checked that the model was able to properly reproduce the experimental data by running unconstrained simulations using the individual parameters fitted to each rat 100 times on the full experiment. These simulations were then averaged and compared to the original data. This verification procedure has recently been advocated[53] as a standard and crucial requirement when modeling experimental data.

We used the same optimization method on four additional models. The first of these additional models is the standard Q-learning model which is identical to the model just presented except it has no forgetting mechanism. The second additional model is the forgetting Q-learning model presented earlier with an ε-greedy action selection mechanism instead of the softmax rule. This mechanism simply selects the action with highest Q-value with probability 1-ε and the remaining two actions with probability ε/2. Thus the larger the ε parameter, the more exploratory the behavior of the animal. The third model we tested is taken from the literature[25] and consists in combining Q-values, which estimate the expected payoff of a given action, with an uncertainty bonus υ, which estimates the variance of these payoffs. Q-values are updated in the same way as the extended Q-learning model (equations (2) and (3)). Each time an action a is selected and rewarded, we calculate the uncertainty prediction error ξ_t(a) based on squared reward prediction errors (taken from equation 1) and the previous estimate of the variance:

\[
\xi_t(a) = \delta_t^2 - \nu_{t-1}(a) \quad (7)
\]

Using squared prediction errors means that it is the magnitude of reward prediction errors which matters and
provides us with an estimate of variance. The expected uncertainty of the same action can then be updated using its own learning rate parameter \( \alpha \phi \): 

\[
\nu_t(a) = \nu_{t-1}(a) + \alpha \phi \xi_t(a) \quad (8)
\]

The expected uncertainties of the other two actions remain the same, and all expected uncertainties were initialized at 0, as were the Q-values. Finally, the expected uncertainties are combined with the Q-values through a weighting parameter \( \phi \) before being plugged into the softmax equation:

\[
P(a_{t+1} = a_i) = \frac{e^{\beta(Q_t(a_i) + \phi \nu_t(a_i))}}{\sum_j e^{\beta(Q_t(a_j) + \phi \nu_t(a_j))}} \quad (9)
\]

We chose this model as a representative of directed-exploration models as it can bias action selection towards potentially unrewarding choices if these are highly uncertain. As explained in the main text of this article, even when using this sophisticated version of exploration, it is still \( \beta \), the parameter controlling random exploration, which is affected by dopamine inhibition.

Finally, given that our reported findings suggest the possibility of a meta-learning process based on dopaminergic control of the exploration rate, we also tested a forgetting Q-learning model in which \( \beta \) is controlled by an accumulation of past reward prediction errors \( R_t \), intended to represent tonic dopamine (under the simple assumption that tonic dopamine is simply the result of past phasic activity):

\[
R_t = R_{t-1} + \alpha R \delta_t \quad (10)
\]

The inverse temperature is simply defined as a linear function of \( R_t \):

\[
\beta_{t+1} = \beta_0 + (\beta_1 - \beta_0) R_t \quad (11)
\]

This model presents three additional parameters compared to the simple forgetting model, \( \alpha R \), which simply determines how much impact recent prediction errors have relative to older ones, \( \beta \) which is the value of \( \beta \) when \( R_t \) equals 0, and \( \beta_1 \), the value of when \( R_t \) equals 1. Initially, we set \( R_0 \) to 0 and by the same logic \( \beta \) equal to \( \beta_0 \). When optimized, we found a small significant effect of flupenthixol on \( \beta_1 \), comforting once again our results.

**Data analysis**

Trials from each 24-trial block were grouped into six bins of four trials and averaged for each of the four flupenthixol doses and each of the two risk levels in each rat. Asymptotic performance and win-shift levels were estimated on the last six trials of blocks, respectively. Performance was represented by the proportion of trials where the target lever was selected. Exploration was indexed by win-shift, the proportion of trials where rats
changed lever choice after being rewarded on the target lever. One rat did not complete the task under 0.3 mg/kg of flupenthixol and was therefore removed from analysis. Five other rats missed occasional parts of the blocks (no win), so statistical analysis of win-shift concerned 18 rats. Experimental or simulated data were submitted to repeated-measures ANOVAs with three factors (flupenthixol dose, risk and trial) with an additional factor (experiment/model) when appropriate. Post-hoc comparisons were performed using simple t-tests with Bonferroni correction. Model parameters were analyzed as a function of dose using non-parametric Friedman’s ANOVA as the distribution of β values violated the assumptions of normality (Shapiro-Wilk test of normality \(p<0.0001\) for 0.2 mg/kg of flupenthixol), and sphericity (Mauchly test: \(\chi^2(5) = 24.68, p = 0.0002\) required for a repeated-measures ANOVA. First-order error risk was set at 0.05 (two-sided tests).
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Figure 1. Actual and simulated performances. (a) Outline of the experimental task. (b) Average performance of rats (n=23) across a block as a function of risk and flupenthixol dose (mean + SEM). (c) Average performance of the model (unconstrained simulations).
Figure 2. Actual and simulated exploratory choices. **(a)** Average win-shift of rats (n=23) across a block as a function of risk and flupenthixol dose (mean + SEM). **(b)** Average win-shift of the model (unconstrained simulations).
Figure 3. Lose-shift index, i.e. the proportion of trials a rat makes a different choice after an unrewarded trial. (a) Average lose-shift of rats (n=23) across a block for different risk and dose conditions (mean +SEM). This index is not significantly affected by risk, and pharmacological conditions (p > 0.11) but a significant trial effect is observed (F(5,110) = 6.83, p < 0.0001). A post hoc test corrected for multiple comparisons using the Bonferroni procedure indicates that lose-shift in the first bin is significantly smaller than at all other stages of blocks (p<0.0158) except bin number 4 (p=0.17). This effect might be attributable to persistence, as rats probably continue to press the previous target lever unsuccessfully before adjusting their behaviour. (b) Simulations of the extended Q-learning model reveal a more complex lose-shift dynamic with a significant decrease in lose-shift also occurring at the end of blocks. In the simulations, significant main effects of dose (p = 0.0007) and risk (p<0.0001) are also detected. Similarly to win-shift (see supp. fig. 1 and 7), simulations of the standard Q-learning model, which are not shown here, systematically overestimate lose-shift levels.
Figure 4. Changes of the different model parameters across flupenthixol doses in all subjects. Gray lines connect parameter values of a single individual while bold lines represent the average. Box plots represent the median, interquartile and furthest observations not considered as outliers. *: P<0.05; **: P < 0.01.
Evolution of \(\alpha\) Flupenthixol (mg/kg)

Evolution of \(\beta\) Flupenthixol (mg/kg)
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**Figure 5.** Validation of the optimization procedure. A first version of the extended Q-learning model was optimized with only \(\alpha\) allowed to vary between doses and a second version with only \(\beta\) allowed to vary. This way, only one parameter was allowed to capture behavioural changes without compensatory adjustments from other parameters. These optimized parameters were then used to generate artificial sets of data corresponding to a case of learning rate variation or of inverse temperature variation. We then reoptimized a model with all three parameters let free between doses as was done in the paper to ensure that only the correct parameter changed significantly.

(a) Variation of the different model parameters across flupenthixol doses optimized on the data set obtained from simulations where only \(\alpha\) was free. Box plots of median, interquartile and furthest observations not considered as outliers which are represented as crosses. Bold line represents average parameter values. An individual with an extremely high value of \(\beta\) was removed from the graph to make it more readable but was nonetheless included in the statistical analysis. Only \(\alpha\) presents a significant dose effect (Friedman Anova test: \(\chi^2(3) = 16.1, p = 0.0011\)) as was originally designed.

(b) Variation of the different model parameters across flupenthixol doses optimized on the data set obtained from simulations where only \(\beta\) was free. An individual with an extreme value of \(\beta\) was also removed from this graph. Only \(\beta\) presents a significant dose effect (Friedman Anova test: \(\chi^2(3) = 17.1, p = 0.0006\)).
Supporting material

Effects of positive reward prediction errors on exploration

In this section, we show mathematically that a reduction of the amplitude of reward prediction errors\cite{54} directly translates into changes in random exploration levels in a standard Q-learning model, with or without a forgetting mechanism. In other words, we prove that inhibition of positive reward prediction errors is mathematically equivalent to changing the value of the inverse temperature and not to a change in the learning rate.

The general formula for RPE is:

\[
\delta_t = \begin{cases} 
  r - Q_t(a_t) & \text{if a reward } r \text{ is given} \\
  0 - Q_t(a_t) & \text{otherwise}
\end{cases}
\]  

(12)

We assume that the effect of dopaminergic inhibition is to attenuate positive RPEs:

\[
\delta_t = r - Q_t(a_t) - f \quad \text{with} \quad 0 \leq f \leq r
\]  

(13)

which practically results in a new reward function \( r' = g \cdot r \) where \( g = \frac{r - f}{r} \) \((0 \leq g \leq 1)\). We also assume the factor \( g \) to be constant during the learning process, which is reasonable under pharmacological or genetic manipulations if relearning is periodically required. This will change the consequences of positive RPEs (when the reward is present), but not negative RPEs (in the absence of reward). Importantly, it is not equivalent to reducing learning rate, which would affect the consequences of both positive and negative RPEs. In addition, this dopaminergic manipulation is assumed not to affect the revision of value for non-selected actions if a forgetting mechanism is at play (eq. 4).

We will now show by induction that under dopaminergic inhibition, the Q-values obtained at any time during learning \( Q' \), are just scaled-down versions of the original Q-values, \( Q \).

Starting with \( Q_0 = 0 \) and \( Q_0' = 0 \), \( Q_0' = g \cdot Q_0 \) is true.

After each rewarded step of learning which only affects performed actions

\[
Q'_{t+1} = Q'_{t} + \alpha (r' - Q'_{t}) = g \cdot Q_{t} + \alpha (g \cdot r - g \cdot Q_{t}) = g(Q_{t} + \alpha (r - Q_{t})) = g \cdot Q_{t+1}
\]  

(14)

After each non-rewarded step of learning, which only affects performed actions,

\[
Q'_{t+1} = Q'_{t} + \alpha (0 - Q'_{t}) = g \cdot Q_{t} + \alpha (0 - Q_{t}) = g(Q_{t} + \alpha (0 - Q_{t})) = g \cdot Q_{t+1}
\]  

(15)

After each forgetting step, which only affects non-performed actions (if applicable)

\[
Q'_{t+1} = (1 - \alpha_2)Q'_{t} = (1 - \alpha_2)g \cdot Q_{t} = g \cdot Q_{t+1}
\]  

(16)

Then plugging the scaled Q-values into the softmax function we get:
Therefore, dopaminergic inhibition, by scaling down the reward function by a factor \( g \), is formally equivalent to multiplying the inverse temperature by the same factor \( g \). Noticeably, although Q-values (including asymptotic values) are reduced by dopaminergic inhibition, this effect cannot be mimicked by a simple change in learning rate. Indeed, changes in learning rate do not affect asymptotic values for a constant reward function as \( \delta_t = 0 \) if and only if \( Q_t = r \).

The same demonstration entails that increasing reward size directly reduces random exploration, thereby favoring exploitation.

**Supplementary Table 1.** Coefficients of determination of the models under various conditions. For each block, we labeled the three possible actions as either the target (action 1 in **Supplementary Fig. 4**), the previous target (action 2; for the very first block of the session, the target of the last block was used so as to ensure all lever-label combinations were equally represented) or the remaining lever (action 3). For each rat (\( n=23 \)), we then averaged the experimental probabilities of each action for bins of four trials per block, and compared them to the corresponding average theoretical probabilities as determined by current Q-values plugged into the softmax function. This procedure was applied to separate doses, separate risk levels and to the entire experiment as reported in the table. In every case, the model explains a high proportion of the individual variance.
**Supplementary Figure 1.** Average win-shift (mean + SEM) in the last eight trials of blocks. Post hoc tests were corrected using Bonferroni procedure (* : p < 0.05, ** : p < 0.01, *** : p < 0.001).  

(a) The average win-shift of rats (n=23) is greater in high risk blocks compared to low risk blocks (F(1,22) = 41.819, p<0.0001), and also increases with the dose of flupenthixol (F(3,66) = 13.47, p<0.0001) and by pharmacological condition (p<0.0001) suggesting that rats explore more when dopamine is inhibited.  

(b) Simulations of the extended Q-learning model replicate experimental results with similar risk (F(1,22)=165.16, p<0.0001) and flupenthixol effects (F(3,66) = 18.605, p<0.0001) on average win-shift. Furthermore, when directly confronted to experimental data using a 3-factor repeated measures Anova including a model factor, there is no significant effect of simulations (F(1,22)=1.2714, p=0.27; no significant interaction factor involving model p>0.14).  

(c) Simulations of the simple Q-learning model show significantly increased levels of win-shift compared to the original data (F(1,22) = 45.562, p<0.0001). Nonetheless, the effects of risk and dose are also captured accurately (no significant interaction between model and risk and/or dose detected, p>0.61).
Supplementary Figure 2. Illustration of the effects of varying either the learning rate or the exploration parameter on performance and win-shift curves based on simulations of the standard Q-learning model in low risk blocks. The range of parameters was chosen for illustrative purposes and does not reflect values actually found when the model was optimized on the experimental data. (a) Under different learning rates, performance curves initially increase at different rates but end up converging to similar asymptotic levels. (b) Win-shift curves start at different levels and decrease at different rates and eventually converge. (c) Under different exploration rates, performance curves converge toward different asymptotes. (d) Win-shift curves lie parallel to one another without ever converging.
**Supplementary Figure 3.** Experimental effects of flupenthixol on final performance and win-shift levels. Gray lines represent individual animals, boxes show the median, interquartile range (box edges) and most extreme data points not considered as outliers (whiskers), and crosses are suspected outliers. Bold lines represent the mean.

(a) & (b) Effect of flupenthixol on average performance levels in the last six trials of low and high risk blocks. A significant negative effect of flupenthixol appears (F(3,66)=8.85, p<0.0001) and there is no interaction with risk (F(3,66)=1.96, p=0.13). Post hoc t-tests revealed that average performance under 0.3 mg/kg was significantly smaller than all other doses (highest p=0.020) and that average performance under 0.2 mg/kg was significantly worse than under 0 mg/kg (p=0.027). (c) & (d) Effect of flupenthixol on average win-shift in the last six trials of low and high risk blocks. A significant dose effect was detected (F(3,66)=8.76, p<0.0001) without any interaction with risk (F(3,66)=0.77, p=0.51). Post hoc t-tests showed that average win-shift increased for 0.3 mg/kg of flupenthixol when compared to 0 and 0.1 mg/kg (highest p=0.0017= and for 0.2 mg/kg when compared to 0 mg/kg (p=0.0021).
Supplementary Figure 4. Relationship between predicted and observed probabilities of the three possible actions within a block. Predicted probability is given by the softmax function averaged in a given bin of four trials within a block. Observed probability is based on the number of times this specific action was chosen in this bin. Each data point represents the average of blocks for a given combination of rat, bin, risk level, dose and response type. Response types are identified by colors representing correct (target, red), previously correct but now incorrect (previous target, blue) or other actions (green). The same linear regression curve ($y = 0.9536x + 0.0174$ is shown in black) fits all three response types.
Supplementary Figure 5: Win-shift (mean + s.e.m.) of simulations of the standard Q-learning model plotted against the experimental data for the different risk and pharmacological conditions. Contrary to the forgetting model (see Supplementary Fig. 6), this model was unable to reproduce this key aspect of behaviour and shifted from correct rewarded actions far more frequently than the subjects.
Supplementary Figure 6: Win-shift (mean + s.e.m.) of simulations of the Q-learning model extended with a forgetting mechanism plotted against the experimental data for different doses of flupenthixol and both risk levels. This figure is in fact a different representation of Fig. 2 for comparison with Supplementary Fig. 5.
Supplementary Figure 7. Variations of the parameters of the standard Q-learning model. Gray lines connect parameter values of a same individual. Box plots of median, interquartile and furthest values not considered as outliers represented as crosses. Bold lines plot average parameter values. As with the extended model, there is no significant dose effect on $\alpha$ (Friedman Anova test: $\chi^2(3) = 1.90$, $p = 0.59$) whereas $\beta$ is significantly affected ($\chi^2(3) = 23.5$, $p < 0.0001$).
Supplementary Figure 8. Variations of the parameters of the $\varepsilon$-greedy Q-learning model. Gray lines plot the parameter variations of a single individual while bold line plots average parameter values. Box plot of median, interquartile and extreme values not considered as outliers represented as crosses. As with the softmax version of this model (Fig. 4), the only parameter affected by flupenthixol is the one responsible for controlling exploration, $\varepsilon$ (Friedman Anova test: $\chi^2(3)= 34.7$, $p<0.0001$).
Supplementary Figure 9. Variations of the parameters of the uncertainty bonus model. Grey lines represent single individuals and bold lines the average parameter variation. Box plots of median, interquartile and most extreme values not considered as outliers. As with previous models, the only parameter affected by flupenthixol is $\beta$ (Friedman Anova test: $\chi^2(3) = 16.3, p = 0.0010$) which controls random exploration. Exploration targeted at uncertain options is not affected.
Supplementary Figure 10. Variations of the parameters of the meta-learning model. Grey lines correspond to individual rats while the bold lines represent the average of parameter values. Box plots of median, interquartile and most extreme values which are not outliers. The only parameter affected by flupenthixol is $\beta_1$ although the statistical effect is in fact quite modest (Friedman Anova test: $\chi^2(3) = 9.3$, $p=0.026$).